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INITIAL BISTATIC MEASUREMENTS 
OF ELECTROMAGNETIC PROPAGATION 
IN AN ENCLOSED SHIP ENVIRONMENT 

E. L. Mokole, M. Parent, J. Valenzi, E. Tomas, B. T. Gold, T. T. Street 
Naval Research Laboratory 
4555 Overlook Avenue, SW 

Washington, DC 20375 

S. N. Samaddar 
SFA, Inc. 

1401 McCormick Street 
Largo, MD 20774 

Understanding the propagation of RF energy in confined naval 
shipboard environments is extremely important to the operability and 
effectiveness of communication systems used by the Navy. It is known that 
single-frequency communication systems suffer from multipath interference 
that can render them ineffective in confined spaces. Spread spectrum and 
frequency-hopping systems, currently used in wireless local area networks 
(LANs), have been shown to operate effectively in confined shipboard 
environments; however the transfer characteristics of these signals relative to 
bulkheads, watertight doors, ducts, mask cable transits, compartment 
penetrations and obstructions, and steel deckplates are not fully understood. 
To address these issues for systems between 800 MHz and 3 GHz, a 
broadband bistatic measurement system was developed, and initial 
measurements were taken on the ex-USS SHADWELL (23-25 February 
1998) in Mobile AL. In excess of 100 sets of data were collected for various 
open/closed door configurations on three levels of the ex-USS SHADWELL. 
The measurement system and the measurements will be discussed. Initial 
observations indicate that received power levels over reasonably long 
propagation distances were sufficient to ensure communication, even when 
all passageway doors were closed. 



1. Introduction 

Understanding the propagation of RF energy in confined naval shipboard 
environments is extremely important to the operability and effectiveness of 
communication systems used by the Navy. It is known that single-frequency 
communication systems suffer from multipath interference that can render them 
ineffective in confined spaces. Spread spectrum and frequency-hopping systems, 
currently used in wireless local area networks (LANs), have been shown to 
operate effectively in confined shipboard environments; however the transfer 
characteristics of these signals with respect to steel bulkheads, watertight doors, 
ducts, mask cable transits (MCTs), and steel deckplates are not fully understood. 
To understand and characterize the underlying radiation and propagation 
mechanisms of signal sources at frequencies between 800 MHz and 3 GHz in 
confined ship spaces, a broadband bistatic measurement system was developed. 
On completion of the initial measurement system, data were taken on the USS 
BARRY (28 January 1998) in Washington DC to help refine the system and to 
understand the measurement process. Then the improved system was transported 
to the ex-USS SHAD WELL, the Naval Research Laboratory's Advanced Fire 
Research Vessel in Mobile AL,1 where data were collected (23-25 February 1998) 
to ascertain how a ship's structure affects signal propagation over the 
aforementioned frequencies. The ex-USS SHAD WELL is beached on Little Sand 
Island in Mobile, Alabama, and serves as a test vessel for the U. S. Navy's 
Systems Commands, under the control of the Navy Technology Center for Safety 
and Survivabiliry (NTCSS) at the Naval Research Laboratory (NRL).2 

Because this work is sponsored by the program on Damage Control - 
Automation for Reduced Manning (DC-ARM) of the NTCSS, an underlying 
purpose of this study is to determine the limitations of shipboard emergency 
communications, especially during fires when compartment doors are closed. To 
quantify the distribution of energy from a source in ship compartments, data were 
sampled and received power levels were collected for various open/closed door 
configurations, for selected locations of the transmitter and receiver on three 
levels of the ex-USS SHADWELL, and for different signal polarizations. Each 
data set consisted of 23 values of received power at equally spaced frequencies 
between 800 MHz and 3 GHz, inclusive. 

Section 2 discusses some of the problems and issues associated with RF 
communication that have been experienced on Navy ships and provides some 
historical background on RF propagation in confined ship spaces. In Section 3, 
the bistatic measurement system is described. Then the measurement 
methodology on the ex-USS SHADWELL is discussed in Section 4, and the data 
analysis and associated theory is addressed in Section 5. In particular, the 
underlying electromagnetic theory for the experiment is summarized, and an 



algorithm is provided for extracting the effective propagation loss from the 
measured received power at each of the 23 transmission frequencies. The 
propagation-loss parameter is chosen because it is essentially independent of the 
measurement system. Consequently, the results should be applicable for arbitrary 
measurement systems. In the final section, the observations of test results are 
summarized. 

2. Shipboard Communication Background 

Ships of the future will require vast, state-of-the-art, communication 
networks that are capable of integrating a multitude of communication 
architectures with numerous communication sources and technologies to ensure 
communication capabilities at any time throughout the ship. These systems must 
have the ability to transfer vast amounts of sensor data related to a ship's 
condition, damage control operation, and C3 functions. The systems must also be 
survivable in the event of damage from casualty or conflict, must be resistant to 
hostile electronic attack and to electromagnetic interference (EMI) from other 
ownship radio-frequency (RF) sources, and must not cause EMI problems for 
other devices on the ship. Communication systems can be programmed to 
perform operational testing to determine current coverage, to reroute data as 
necessary to reestablish coverage, and to reprogram or reconfigure itself to 
continue operation by shedding non-functional and/or destroyed segments to 
recover communication capabilities. Specifically, wireless RF communications 
can provide a flexibility not offered by wired and cabled systems when 
interruptions occur from damage to wire and fiber-optic conductors. With the 
implementation of spread-spectrum direct-sequence and frequency-hopping 
systems, wireless RF LANs have become leading candidates for use in the highly 
multipath environment of confined shipboard spaces. Although these RF 
communication systems cannot match the data throughput available in wired 
systems, they currently can achieve rates in excess of 10 Mb/s, with large 
throughput improvements on the horizon. However, the commercial-off-the-shelf 
(COTS) wireless LANs that are currently being deployed on Navy ships are 
susceptible to eavesdropping, electronic attack (EA), and ownship EMI. The 
impact of these vulnerabilities could be substantial. 

Clearly, this propagation problem has ramifications for a variety of 
competing shipboard interests: communications, radar, jamming, and EMI. 
Unfortunately, after undertaking an extensive search of the literature, very little 
characterization and documentation exists on the propagation of RF signals in 
confined ship spaces. Although current communication systems apparently work 
well in confined ship spaces for many situations and for a broad range of 
frequencies, it is not known exactly how or why this is true. In fact, it is unclear 



whether signals from different sources in this environment can be discriminated. 
Since communication systems will share the RF spectrum with devices like radars 
and electrically driven machinery, one must know when a communication system 
will work and when problems can be expected. 

In a related area, much speculation exists on whether ion-producing fires 
enhance, attenuate, or do not affect RF signals. It is well known that ion 
production in fires is a function of fuel type.3"5 In particular, no ionization occurs 
for alcohol-based fuels; whereas heptane and diesel fuels induce ionization near 
the flame. Data exist which support the contention that an RF signal can be 
enhanced by traveling through an ionized medium. Specifically, trans- 
ionospheric data shows that an RF signal is enhanced on the line-of-sight path 
through the ionosphere.6 However, it is unclear whether this phenomenon is 
significant for shipboard fires, because the ionization levels and the thickness of 
the ionized medium should be much less than that of the ionosphere. In fact, one 
might well argue that the signal attenuation from soot, smoke, steam, and water 
mist is more important than the flame ionization. Questions regarding possible 
interruptions or enhancements caused by ion production, smoke, soot, steam, and 
water mist from large-scale and extremely hot fires to RF communications need to 
be answered, especially if these systems are to be used in support of damage 
control operations. 

The propagation of electromagnetic (EM) waves below deck aboard Naval 
vessels has been a concern of shipboard personnel and test teams for many years. 
The most common application is the use of hand-held walkie talkies between 
personnel situated in different locations of a ship. The cables and piping which 
pass through a ship's space provide excellent conduits for RF energy to pass from 
one location to another. Despite allowing good communication, these 
propagation channels have apparently lead to EMI problems on ships. For 
example, the USS OAK HILL (LSD 51) was surveyed for below-decks EMI from 
23 September 1996 through 4 October 1996 as part of a Shipboard 
Electromagnetic Compatibility Improvement Program (SEMCEP). Mild-to-severe 
EMI was experienced by COTS PC monitors and televisions from portable VHF 
and UHF transceivers, and the AN/SPS-49 radar (851 MHz - 942 MHz) caused 
severe EMI to a weather-deck phone and mild EMI to pilot-house phones.7 

EMI from shipboard portable transceivers are known to cause degradation in 
the performance of other shipboard systems. A case in point is the measured EMI 
(27-28 August 1997) from the AN/SRC-55 (XN-1) HYDRA UHF communication 
system on the USS PONCE (LPD 15) to the SPS-40E, a two-dimensional air- 
search radar aboard amphibious ships. HYDRA operates from 406 MHz through 
420 MHz, with channels separated by 25 kHz. The Radar Division of the NRL 
(Code 5300) was tasked by SPA WAR Systems Center, Charleston Detachment 
(Code 514), to determine the severity of the EMI on the SPS-4ÖE and to 
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recommend appropriate filters to remedy the EMI effects. The levels of EMI 
were quantified for each channel, and a design for a bandpass filter was developed 
to correct the problem.8 Testing the filter is scheduled for the summer of 1999. 
Moreover, to estimate the degradation of the performance of an electronic system 
by EMI, Code 5300 of the NRL has developed the Advanced Technology 
Chamber (ATC) to simulate the RF modes of propagation both on a ship's topside 
and in a shipboard compartment. The ATC is a completely enclosed, welded, 
aluminum chamber (2.73m x 4.64m x 5.33m) with access panels on its bulkheads 
that can be modified to feed cables or other objects into its interior. This chamber 
provides an accurate model of a tightly sealed ship compartment in a controlled 
laboratory setting. In fact, it is capable of providing 110 dB of effective 
shielding; whereas typical compartments on ships attain roughly 20 dB of 
shielding effectiveness. The chamber is equipped with its own measurement 
system consisting of a Lab VIEW interface, a scalar network analyzer, electric- 
field intensity probes, a frequency synthesizer, and power amplifiers. The ATC is 
capable of modeling the effects of wireless communications inside the hull of a 
ship for frequencies between 200 MHz and 40 GHz.9 

Over the last four years, the NTCSS has sponsored a limited number of tests 
of wireless, spread-spectrum, RF LANs on the ex-USS SHADWELL to determine 
the capabilities and limitations of such systems when they are operated in the 
highly multipath environment of confined ship spaces.10"2 During these tests, it 
was observed that the expected major interruption of RF communications by the 
ship's steel structure (bulkheads, overheads, and decks), closed watertight doors, 
and compartment penetrations/obstructions did not occur. An example of a 
confined ship space is the photograph of the Main Deck of the ex-USS 
SHADWELL in Fig. 1. Instead, the dominant effect appeared to be an 
approximate 10-dB signal loss for each closed watertight door and/or bulkhead. It 
was therefore determined that an understanding of the basic propagation 
characteristics of signals onboard ships is necessary to understand signal 
transmission in this environment, which lead to the work that is discussed in this 
paper. 

As noted in the introduction, preliminary investigations were conducted on 
the ex-USS SHADWELL (23-25 February 1998) to investigate the contributions 
from the various modes of transfer of RF signals in a shipboard environment: (1) 
distributed cable networks, (2) watertight door seals, (3) compartment 
penetrations/obstructions (MCTs, ducts, gratings, vents, etc.), (4) the waveguide- 
like nature of ship compartments and passageways, (5) the coaxial transmission 
behavior of shielded cable in compartments and passageways, and (6) the effects 
of multipath. These tests determined the necessary measurement equipment and 
verified the ship-compartment geometries and types of tests that are required to 
investigate the modes of transfer of RF signals in confined ship spaces properly. 



The preliminary findings are presented in this paper and are partially documented 
in an NRL Letter Report.l3 

Door 
Seals 

Fig. 1. Distributed cable network, watertight door seals, pipes, and other penetrating objects 
on the Main Deck of the ex-USS SHADWELL. 

Concurrent with the RF propagation testing on the ex-USS SHADWELL, 
two other measurement campaigns were conducted. Lucent Technologies took 
CW measurements at 2.48 GHz to determine the performance of their Modulated 
Backscatter (MBS) radios for ambient and fire environments, and the results were 
excellent. The other group (Perm State - ARL/INVOCON) tested the effects of a 
compartment fire on four RF spread-spectrum communications systems: two over 
the interval [902 MHz,928 MHz], one at 2.4 GHz, and one at 5.6 GHz. 

3. Bistatic Measurement System 

The bistatic measurement system used in this study consists of an HP8592L 
spectrum analyzer, an HP83752A synthesized signal source (10 MHz to 20 GHz), 
an HP8347A RF amplifier (100 kHz to 3 GHz), a broadband disc-cone 
transmitting antenna, a laptop computer, a broadband batwing receiving dipoie, 



and a small coaxially tipped receiving probe. The system is depicted by the block 
diagram in Fig.2. Both the disc-cone (Fig.3) and the batwing dipole (Fig.4) can 
be repositioned to have a dual-polarization capability. The signal source is 
stepped in 100-MHz frequency increments from 800 MHz through 3000 MHz, 
inclusive, so that the transmitting antenna emits a stepped CW signal at the 
indicated 23 frequencies. The broadband disc-cone, which also covers 800 MHz 
to 3000 MHz, is attached to the signal source to form the transmitter, and the 
receiving antennas are connected to the spectrum analyzer to form the receiving 
system. The batwing dipole is the receiving antenna for most measurements, 
while the smaller coaxial probe (Fig.4) is used to measure the electric field 
intensities very close to an object's surface, such as near cable networks and hard- 
to-reach places. The spectrum analyzer is controlled through an HPIB interface 
that is connected to the laptop computer and measures the absolute signal- 
amplitude levels. The computer then transfers the data from the spectrum 
analyzer to a file. Measurement software was developed and was integrated with 
the receiving system through the Lab VIEW interface. 

HP 8592L Spectrum Analyzer 
(9KHz-20GHz) 

HP 83752A Signal Source 
(10 MHz-20 GHz) 

HPIB 

Rx Antenna 
(Broadband Dipole: 

or coax probe) 

HP 8347ARF Amplifier 
(100 KHz-3 GHz) 

Portable PC Tx Antenna 
(Broadband Disc-cone) 

Transportable Assembly Stationary Assembly 

Fig.2. Block diagram of bistatic measurement system. 



Before After 

Fig.3.  Broadband disc-cone transmitting antenna with and without a protective styrofoam cover. 
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Fig.4.  Receiving antennas: broadband batwisg dipole on left and coaxiafly tipped probe on left. 
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The transmitting antenna is mounted on a tripod so that the center of the 
radiator is 5 ft above the ground. For this system, the disc-cone is a composite 
structure that consists of a truncated half-cone, a cylinder, and a circular disk 
(Fig.3.). The circular disk has a 3.1875-in diameter and sits atop the apex of the 
half-cone portion of the structure. The height and diameter of the half-cone are 
1.1125 in and 3.250 in, respectively. The cylindrical portion has height and 
diameter of 1.3875 in' and 3.250 in, respectively, and lies below the half-cone. As 
Fig.3 indicates, most of fee antenna is protected by an outer layer of styrofoam. 
General properties of the disc-cone antenna are found in [14]. 

From Fig.4, one can see how thebatwing dipole15 got its name. This 
receiving antenna is mounted on a 7.5-ft rectangular post, with notches at one- 
inch intervals for different placements of theantenna. Of course, this antenna has 
a favored polarization. To receive vertically, the straight edge of the dipole is 
parallel to the post as shown in Fig.5. For horizontally polarized reception, the 
antenna is oriented so that the straight edge is parallel to the floor and 
perpendicuiar to the post. Fig.5 also displays the laptop computer and spectrum 
analyzer, which are mounted on a two-wheel dolly for portability. The watertight 
door in Fig.5, labeled 1-28-1 in Fig.6, opens into compartment D^; and the view- 
is from compartment D^. This door ■figures prominently in subsequent 
discussion of the data For places that are inaccessible to thebatwing dipole, a 
probe is connected to a coaxial cable. The probe is 1-ft long with a tip that is a 
0.8-in long and has a 0.05-in diameter. 

Laptop 
Computer I Broadband Dipole 

^Receiving Antenna 

Spectrum 
Analyzer 

Fig.5. Integrated bistatic measurement system on the Main Deck of the ex-USS SHADWELL. 



Because the transmitter and receiver are not locked to a reference, the 
measurement is not coherent. The signal source in the transmitter executes a fast 
sweep through the designated frequency interval (800 MHz to 3 GHz) about 5 
times in a 7-second time frame. Simultaneously, the spectrum analyzer also 
samples the received signal spectrum by sweeping frequency. To register a 
received signal at a given frequency, the sweep windows for both devices must 
overlap, which takes approximately 7 seconds. Thus the total time for acquiring 
the received signals at a specified number of frequencies exceeds seven times the 
number of frequencies. This lack of synchronization necessitated a tradeoff 
between the number of frequencies and the total acquisition time for a given 
measurement configuration. Consequently, the number of frequencies was 
restricted to 23, because of the lengthy acquisition time. Collecting the received 
signals at the 23 specified frequencies took approximately 3 minutes. 

4. SHADWELL Geometry and Test Configurations 

For the SHADWELL measurements of 23-25 February 1998,113 sets of 
data were collected. All but two of the data sets correspond to specific 
placements of the receiving and transmitting antennas, and each data set consists 
of twenty-three values of the received power in dBm, one for each frequency. 
The measurements were taken in the forward half of the 01,1, and 2 Levels of the 
SHADWELL between Frame 13 and Frame 29. The separation between adjacent 
frames is 4 feet, where the frame number appears at the bottom of Fig.6. In Navy 
nomenclature, the 1 Level is called the Main Deck, the 01 Level is the deck above 
the Main Deck, and the 2 Level is the deck below the Main Deck. To keep track 
of the data, Levels 1, 2, and 01 are identified with Decks 1,2, and 3, respectively. 
The compartments of each deck are designated Di^, which is compartment n on 
Deck L for L= 1,2,3. 

For most of the measurements, the transmitter was placed at one location 
(Compartment Du of Fig.6) on the Main Deck (1 Level), and the receiver was 
moved about the three levels, but was predominantly on the Main Deck. 
However, for seven of the measurements, the receiver was placed near the 
starboard stairwell halfway between Frames 28 and 29 of the Main Deck, and the 
transmitter was moved aft (rearward) along the SHADWELL's centerline from 
the forecastle area toward the receiving antenna. The locations of all 
measurements on the Main Deck are indicated by the large solid dots in Fig.6. 
The solid triangles in this figure note the locations of the receiving dipole and 
probe positions, and the solid circles with 'T' above them correspond to 
transmitter positions. For most of the measurements, the transmitting antenna is 
located in Di;3. 
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Fig. 6. Locations of receiver (triangles) and transmitter (circles) positions in compartments 
(DlA) on the 1 Level of the ex-USS SHADWELL. 

Essentially, seven classes of data were collected: (A) five classes with the 
transmitter at a fixed position in Di;3 and (B) two classes with the receiver at a 
fixed position in the foyer of Di,2 at the head of the starboard stairwell to the 2 
Level (Fig.6). The various classes of A and B are: 

Al. Fifty-five measurements at receiver points just outside Dit3 around door 
1-28-1 in the corridor of Di>2 to determine if energy escapes through the 
door seal; 

A2. Thirty measurements in the corridor consisting of Di,2, Di,4, Di;6, and 
Di,8 to determine if energy propagates along the corridor of Di;2 outside 
Di;3 and through the starboard corridor. These measurements are also 
intended to determine whether energy propagates along the cables that 
pass through the MCTs in the starboard passageway; 
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A3. Five measurements in the forecastle (DU2) with doors 1-15-1 and 1-15- 
3 in appropriate open-closed configurations to determine if the 
transmitted signal propagates through the large central area en route to 
the forecastle (D1>3 -» Du -> Du -> DU2) or through the slanted re- 
shaped corridor (E>i,3 -» Du -> DM -> Dh6 -» D^g -> DU2) to the 
forecastle; 

A4. Ten measurements in the large central area and the port passageway to 
determine signal levels in the port passageway; 

A5. Four measurements on the 01 and 2 Levels near the starboard stairwells 
to test inter-deck propagation; 

Bl. Five measurements with the transmitter in the forecastle to test 
propagation along different paths; 

B2. Two measurements with the transmitter moving along the centerline of 
Dii and Di;2 toward the receiver. 

The final two data sets are measurements of the background noise on the 
SHAD WELL and the received power when the transmitter and the receiver are 
connected directly. 

5. Theory and Results 

5.1 Analysis 

Instead of directly analyzing the raw data, which are received power 
readings in dBm at the twenty-three frequencies for the 111 locations of interest, 
the effective propagation loss LSp is studied because it is essentially independent 
of the measurement system, which follows from Eq. (1). Therefore, the results 
should be applicable to any radar, communication, or surveillance system on the 
SHADWELL. The effective propagation loss embodies the losses from all modes 
of propagation that are generated in this complex environment. These 
propagation modes include multipath scattering from the bulkheads, scattering 
from compartment penetrations and obstructions, surface waves along cables, 
waveguide effects from the nature of the ship spaces like the corridors, free-space 
propagation, and possibly coaxial-cable effects. The last mode may arise from 
having a cable in a corridor behave like a coaxial cable, where the cable is the 
inner conductor and the steel bulkheads of a corridor form the outer conductor. 

The propagation loss LSP is extracted from the SHADWELL data and the 
system calibration measurements by applying a variation of the Friis 
Transmission Equation that incorporates system losses and by solving for LSp. 
For a different system of interest, the derived values of LSP and the pertinent 
parameters of the different system can then be substituted into the appropriate 
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transmission equation to obtain predicted values of the received power for the 
transmitter-receiver locations of our measurements. The pertinent equation is 

L   =^i J-"!D   — •SP        p 
rS2 A7tRcX 

\2fP  V1 

KPC2j 
(1) 

where Pc\ is the measured received power in a Compact Range when the 
transmitting and receiving antennas are separated by Rc\ (5.6388 m for the 
batwing dipole and 4.699 m for the probe), Pa is the measured received power in 
a Compact Range when the transmitting antenna is connected directly to the 
receiving antenna, X is the wavelength corresponding to the specified frequency/ 
Ps\ is the measured received power on the SHADWELL, and Psi is the measured 
received power on the SHADWELL when the transmitting antenna is connected 
directly to the receiving antenna. Although Pa and Psi are equal, both are 
included in Eq.(l) because PcxIPci was the quantity that was measured in the 
Compact Range. Further, PcxIPa contains the effect of the transmitting and 
receiving antennas. The squared quantity is the free-space propagation loss for 
the Compact-Range measurement and is denoted LQC. Let Pen be the ratio 
PcxIPci, take lOlogio of Eq.(l), and let lower case letters represent the resulting 
expressions for the losses and powers. For example,pen - \§\O%\Q{PC\IPCI)- 
Equation (1) becomes 

'SP ~ Psi "**'oc(/)   Psi   Pci2' (2) 

Fig.7 provides the measured background noise levels on the SHADWELL 
for the 23 frequencies. The noise power has small variations between -90.67 dBm 
and -88.67 dBm. 
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Fig.7. Background noise power/?w vs frequency on the 1 Level of the SHADWELL 

As long as the received signal power exceeds the noise power by 20 dB, the 
data is acceptable. In fact, the accuracy of a measurement increases as the signal- 
to-noise ratio increases. The true signal lies in the interval [sL,su], where 

£L=pSi+20log 10 
5i y 

*u = #si+2°log 10 

f   !P~^ 1+ '-" 
S\J (3) 

a = 10Iog 
(P \ 

10 
SI 

\PN J 

For different values of the measured signal-to-measured noise ratio a, upper 
and lower bounds of the true signal relative to the measured signal/?si are plotted 
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in Fig. 8, and specific values are provided in Table 1. Thus the value of the true 
signal minus ps\ lies between the bounding curves of Fig. 8. For a given value of 
ps\, one can associate an error bar with the data pointy by connecting si and eu 
with a vertical line segment through ps\. Because of the logarithmic scale, the 
error bar is not symmetric aboutps\. Moreover, the error bar decreases as a 
increases. For reasonable accuracy, one would like a to exceed 20 dB. 

fable 1 - Error Bounds on Measured Si gnalpsi 

a [dB] £v-Psi IdBm3 ßi-Psx fdBm] sv-eL [dBm] 

1 5.535 -19.271 24.806 
5 3.876 -7.177 11.053 
10 2.387 -3.302 5.688 
15 1.422 -1,701 3.122 
20 0.828 -0.915 1.743 
25 0.475 -0.503 0.978 
30 0.270 -0.279 0.550 
35 0.153 -0.156 0.309 
40 0.086 -0.087 0.174 
45 0.049 -0.049 0.098 
50 0.027 -0.028 0.055 

Recall that psi is the received power when the transmitter and receiver are 
connected directly. This parameter measures the response of the bistatic 
measurement system without the antennas. As Fig. 9 indicates, psi decreases 
monotonically across the frequency band, with a maximum of 20.75 mW (13.17 
dBm) at 800 MHz and a minimum of 7.36 mW (8.67 dBm) at 3 GHz. Except for 
the effective propagation loss and the measured power, the remaining parameters 
of Eq. (2) are shown in Tables 2 and 3. On including the measured data, one 
obtains the various plots of lsp that appear in the next subsection. 
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Table 2 - Parametric Values for Effective Propagation 
Loss when Receiving Antenna is Coaxial Probe 

/[MHz] hcWWl PS2 [dBm] PCJ2[<&] loC (f) ~PS2 ~PC12 

800 -43.950 13.17 -62.50 5.380 
900 -M.973 13.00 -59.21 1.237 

1000 -45.888 12.67 -73.47 14.907 
1100 -46.716 12.33 -62.63 3.581 
1200 -47.472 12.00 -67.87 8.395 
1300 -48.167 12.00 -63.94 3.774 
1400 -48.811 11.83 -56.96 -3.677 
1500 -49.410 11.67 -56.99 -4.090 
1600 -49.970 11.50 -62.91 1.437 
1700 -50.497 11.17 -62.47 0.804 
1800 -50.993 11.00 -59.74 -2.255 
1900 -51.463 10.67 -56.19 -5.943 
2000 -51.909 10.67 -60.40 -2.181 
2100 -52.332 10.50 -68.67 5.833 
2200 -52.736 10.33 -62.94 -0.130 

. 2300 -53.123 10.00 -63.32 0.198 
2400 -53.492 9.50 -61.22 -1.771 
2500 -53.847 9.33 -60.84 -2.339 
2600 -54.187 9.34 -62.16 -1.367 
2700 -54.515 9.35 -62.98 -0.882 
2800 -54.831 9.00 -66.01 2.181 
2900 -55.136 9.01 -61.92 -2.225 
3000 -55.430 8.67 -59.71 -4.386 

The values for the probe in Table 2 differ from the values for the batwing 
dipole (Table 3) in two respects: the chamber calculations of loc (column 2) and 
pen (column 4). Recall from Eq. (2) that loc is the free-space propagation loss 
andpen is the combined effective gain of the transmitting and receiving antennas. 
The difference in the values of loc is the same (1.584 dB) at each frequency, 
because chamber measurements of the probe and the batwing dipole were taken at 
4.699 m and 5.6388 m, respectively. The 1.584-dB differential corresponds to 20 
logio(5.6388/4.699) and is independent of the antenna type. In contrast, the 
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differences inpcn for the two receiving antennas are directly attributable to 
antenna type. The values of pCn for the probe oscillate between -56 dB and - 74 
dB. Furthermore, the probe suffers greater losses relative to the dipole, ranging 
from 3.54 dB at 2.7 GHz to 30.03 dB at 1 GHz, across the entire frequency 
interval. The batwing dipole has fairly constant values up to roughly 2 GHz 
(typical of broadband antennas), steadily decreases until 2.8 GHz, and rises again 
at the upper end of the band. 

Table 3 - Parametric Values for Effective Propagation 
Loss when Receiving Antenna is Batwing Dipole 

/[MHz] /oc$[dB] PS2 [dBm] Pen [dB] 4c (f) -PS2 -PC12 

800 -45.533 13.17 -47.11 -11.593 
900 -46.556 13.00 -47.64 -11.916 
1000 -47.472 12.67 -43.39 -16.752 
1100 -48.299 12.33 -43.32 -17.309 
1200 -49.055 12.00 -44.52 -16.535 
1300 -49.750 12.00 -45.56 -16.190 
1400 -50.394 11.83 -47.25 -14.974 
1500 -50.993 11.67 -44.05 -18.613 
1600 -51.554 11.50 -43.85 -19.204 
1700 -52.081 11.17 -44.23 -19.021 
1800 -52.577 11.00 ^5.15 -18.427 
1900 -53.047 10.67 -44.61 -19.107 
2000 -53.492 10.67 -45.39 -18.772 
2100 -53.916 10.50 -46.93 -17.486 
2200 -54.320 10.33 -51.09 -13.560 
2300 -54.706 10.00 -52.58 -12.126 
2400 -55.076 9.50 -52.86 -11.716 
2500 -55.430 9.33 -55.49 -9.270 
2600 -55.771 9.34 -58.78 -6.331 
2700 -56.099 9.35 -59.44 -6.009 
2800 -56.415 9.00 -61.72 -3.695 
2900 -56.720 9.01 -57.99 -7.740 
3000 -57.014 8.67 -54.26 -11.424 
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5.2 Effective Propagation Losses Derived from SHADWELL Data 

For Class Al, listed at the end of Sec. 4, forty of the measurements 
correspond to receiver locations on a grid about 9" from the door 1-28-1 outside 
Di;3, where the grid points are spaced every 12" in the vertical and horizontal 
directions (Fig. 10). The grid structure consists of five columns and seven rows of 
points, with the middle column along the door's vertical centerline. Each column 
has seven grid points, ranging from 12" to 84" in height, and each row has five 
grid points. The purpose of these measurements was to see whether the readings 
by the door seals were higher, indicating that energy was leaking through the 
seals. 
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r** T*f 
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• 48 
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« 26" - 

• 36 
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Measurement Points (35) 
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66" 

Deck 
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-36 -24 -12 0 12 24 36 

Fig. 10. Grid of 35 measurement locations of effective propagation loss 1& when the 
receiver is 9" inches from the closed door 1-28-1 in the corridor of compartment of 
Di;2 at a height of 3' and the transmitter is in compartment Du at a height of 5' and 
a distance of 4' from 1-28-1. The local origin O' is located on the deck along the 
door's centerline. 
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The propagation loss is plotted in Fig. 11 for the 5 grid points in the row that 
is 36" above the deck. These five curves are associated with grid points at the 
door's vertical centerline and at 12" and 24" to the left and right of the centerline. 
Clearly, lSP varies with position and frequency, but the curves are roughly 
centered in a mildly wavy band that is roughly 10 dB wide. The band generally 
decreases as the frequency increases to 2 GHz; then it rises slightly. Except for 
one data point at 3 GHz along the centerline, a > 20 dB, which implies a 
measurement error that is less than 0.915 dB by Table 1. Even the value of lSP for 
the 3-GHz point is 5.5 dB above the noise floor. Consequently, the 10-dB 
fluctuations in the propagation loss for these points at each of the frequencies are 
not caused by measurement error. 
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Fig. 11. Five measurements of effective propagation loss when the receiver is 9" inches 
from closed door 1-28-1 in the corridor of compartment of Di>2 at a height of 3' and the 
transmitter is in compartment Du at a height of 5' and a distance of 4' from 1-28-1. 

20 



Since RF spread spectrum communication systems over 902 MHz to 928 
MHz are being tested for use during shipboard fires, consider the values at 900 
MHz in Fig. 11. The effective propagation loss is the same (approximately -45 
dB) for the points closest to the door seal, the two points that are 12" on either 
side of the centerline. Since these two locations do not correspond to the smallest 
effective propagation loss for the five locations, one cannot argue that the 
transmitted energy is leaving Di;3 via the door seals. It is unclear why such 
variations in the door readings were recorded. A likely cause is the multipath 
from the energy bouncing off the metallic surfaces which bound the passageway 
outside 1-28-1. In any event, the results are inconclusive. 

Eleven of the remaining fifteen measurements of Class Al were an attempt 
to isolate the different ways the energy could leave D13 when both doors to it are 
closed. In all cases, the receiver was placed 29" from 1-28-1 in Di^ along the 
door's center at a height of 48". Since the door's watertight seal was a worn 
rubber grommet, various attempts were made to improve the seal such as 
removing the grommet, sanding the seal-door interface, and tightly packing the 
region about the door seal with steel wool. These efforts yielded little or no 
change in the received power. In addition, wires, holes, meshes, and nonmetallic 
sections penetrated the bulkhead of Di;3. Attempts to make the exterior of this 
compartment electrically quiet were made by covering these locations with 
aluminum foil, steel wool, and metallic plates. Again, the results are 
inconclusive, perhaps because measurements were taken only at the one location. 

The last four measurements of Class Al provide a very limited look at the 
impact of the propagation environment on the polarizations of the transmitting 
and receiving antennas. The transmitter-receiver placement is the same as the 
preceding eleven measurements. The designations "V" and "H" in Fig. 12 
represent polarizations of the antennas, where the first letter and the second letter 
denote the polarizations of the transmitting antenna and the receiving antenna, 
respectively. For example, HV means that the transmitting antenna is 
horizontally polarized and the receiving antenna is vertically polarized. On 
scrutinizing Fig. 12, one can see a general downward trend until 2 GHz, then a 
milder upward trend. Aside from these trends, no other observable pattern is 
discernible across the frequency band. 
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Fig. 12. Effective propagation losses for different polarizations when the receiver is 29" 
inches from closed door 1-28-1 in the corridor of compartment of Du at a height of 4' and 
the transmitter is in compartment Du at a height of 5' and a distance of 4' from 1-28-1. 

For the measurements along the slanted L-shaped passageway that is formed 
by the starboard passageway and the back of Du (Class A2), the received power 
exceeds the background noise level by 10 dBm to 30 dBm over the entire 
frequency band for most of the data. This variation in the power measurements 
depends on which doors were closed. In any case, significant energy is 
propagated along this passageway. It is suspected that the waveguide-like nature 
of the passageway directs the energy. However, since a distributed cable network 
that contains a leaky-wave communication line also runs overhead along the 
starboard passageway, surface-wave and coaxial-cable modes may be other means 
of propagation. For the cable network to run between adjacent compartments that 
comprise the passageway, it passes through the MCT, a cutout portion of the 
bulkhead over the connecting door that adjoins the compartments. Since it is 
possible that surface waves are induced on this cable, the MCT is a likely 
propagation conduit. 
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As the solid triangles in Fig.6 indicate, measurements were taken at several 
locations in Di,2, Di,4, and Di,g. In particular, Fig. 13 displays lsp for the source in 
Di;3 and for the receiving probe at the two locations of the MCT in Di;4, one 
above door 1-28-3 which connects Di>2 and Di;4 (denoted ISPJö) and the other 
above door 1-25-1 which connects Di>4 and Di,6 (Ispsi)- The distances between 
the source and the two receiver locations above doors 1-28-3 and 1-25-1 are 4.376 
m and 3.974 m, which are respectively designated R$6 > R$7- Clearly, the MCT 
above door 1-25-1 is closer to the source, because an adjacent bulkhead of Di>4 is 
shared with Di>4. In both instances, the door (1-28-1) between the source 
compartment Di,3 and Di,2 and the door (1-28-5) between Di,2 and its foyer are 
open, and the door between the Di>2 foyer and Di,4 (1-28-3) is closed. 
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Fig. 13. Effective propagation losses with the probe at the mask cable transits 
(MCTs) in Dii4, one above door 1-28-3 and one above door 1-25-1. Both 
measurements are taken at a height of 7'. 

From Fig. 13, Ispje > hp,57 for all frequencies/except 900 MHz and 2500 
MHz. Hence for the majority of frequencies, the energy appears to follow the 
corridor of Di,2 through 1-28-5 into Di,4, through 1-28-3, and finally through Dii4 

to 1-25-1. Even though R56 > R57, the path to 1-25-1 through Di;4 is a good 5 m 
longer than the path to 1-28-3, which accounts for the fact that the signal to 1-25- 
1 incurs more attenuation for most frequencies. On the other hand, since kp,56 < 
ISP,57 when/is 900 MHz or 2500 MHz, it is inferred that some energy must have 
followed another path, perhaps via DI;7 to Di,6 to Di;4, via a venting structure from 
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Du, or via some kind of surface wave between the common boundaries of Du 

and DM for these two frequencies. The last possibility seems least likely since 
the thick metallic bulkheads that comprise the boundary should reflect signals. 
Further measurements are required to determine why different results are obtained 
for 900 MHz and 2500 MHz and if they are special frequencies. 

For Class A3, two propagation paths from the source in Du to the receiver 
in the forecastle between doors 1-15-1 and 1-15-3 are considered. The paths, one 
traversing along the starboard passageway and the other passing through the large 
central room, are given by 

Path 1: Du -> Du -> DM -» D1;6 -> Di,8 -> D1>12 [Starboard Corridor]; 
Path 2: Du -> Du -> Du -> DU2 [Central Room]. 

Since all the doors in Du and Dh7 are closed except 1-28-1, it is we assumed that 
a significant amount of the energy leaving Du does so through 1-28-1. 
Moreover, the door (1-20-2) from Du to Dui is closed and all doors along the 
starboard passageway (1-28-5,1-28-3,1-25-1,1-22-1) are open to guide most of 
the energy along these two paths. When 1-15-1 is closed (open) and 1-15-3 is 
open (closed), the authors believe Path 1 (2) to be open and Path 2 (1) to be 
closed. 
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Fig. 14. Comparison of effective propagation losses for path along starboard 
corridor (Path 1) and for path through central-room (Path 2). The receiver is in 
the forecastle DU2 near door 1-15-1, and the transmitter is in Dj 3. 
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According to Fig. 14, the path through the large central room (Path 2 Open) 
has better propagation than the corridor path at all frequencies, probably because 
the corridor path has more length due to its slanted-L shape and because the large 
central room acts more like free space. The received signal power from the 
starboard path is attenuated between 3 dB and 28 dB more than the received 
signal for the room path. The propagation losses are highly variable across the 
frequency band. For example, at 900 MHz, 1000 MHz, 1600 MHz, 2000 MHz, 
and 2900 MHz, the signal corresponding to the starboard path is further 
attenuated by 18 dB, 6 dB, 3 dB, 29 dB, and 3 dB, respectively. However, the 
received power level for the starboard path is significant, which is probably a 
result of the waveguide-like nature of the corridor and the surface-wave capability 
of the leaky-wave communication cable that runs along the corridor. 

For Class A5, four measurements were taken to test inter-deck propagation. 
The transmitter was in compartment Di,3 with door 1-28-1 closed and doors 1-28- 
3 and 1-28-5 open. The receiver was placed on the 01 Level above the foyer of 
Di,2 and on the 2 Level below door 1-25-1 and on the bow side of door 2-25-1. 
The stairwell down to the 2 Level is accessed from an opening in the foyer of 
Di>2. The stairwell to the 01 Level is reached by passing from the foyer of DIJ2 

into Di>4, by following the corridor until door 1-25-1, and then by turning aft to 
face the stairwell. A hatch at the top of this stairwell seals the 01 Level from the 
Main Deck. With door 2-25-1 and the hatch on the 01 Level open, the 01-Level 
measurement (Isp.ioi) and the 2-Level measurement (Ispjod are compared to a 
Class-Al measurement (lsp.44) made in the foyer of Di;2 (Fig. 15). 

For 800 MHz < / < 1300 MHz, I&M > hpi04 > hp,w2- Hence propagation 
to the foyer of D 1,2 is better than propagation to 2 Level, which is better than 
propagation to the 01 Level. This makes sense because the path to the foyer is 
shorter than the path to the 2 Level, which is shorter than the path to the 01 Level. 
In particular, the differences in effective propagation loss at 900 MHz between 
the Main Deck and the 2 Level and the 01 Level are 15 dB and 20 dB, 
respectively, which are rather sizable differences. However, this pattern does not 
hold for the larger frequencies, where the three curves tend to oscillate. The 
reasons for the different behaviors are unclear; they could be the result of the 
complex structure of the ship or perhaps they may have something to do with the 
relative sizes of the corridor and the source's wavelength. The most that can be 
said is that these measurements easily exceed the background noise level, which 
strongly suggests that inter-deck propagation is feasible. 
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Fig. 15. Comparison of the effect of inter-deck propagation. The transmitter is in Dt 3, and 
the receiver is placed at three positions (one on each of Levels 01, 1, and 2) by the starboard 
stairwell at Frame 28. 

6. Summary 

The measurements taken on the ex-USS SHAD WELL (23-25 February 
1998) have provided an initial glimpse at the complex electromagnetic 
environment of the confined ship spaces aboard a naval vessel. This collection 
effort was a first attempt at obtaining some insight into RF propagation in this 
environment. A site survey was conducted, data were collected, and the data were 
processed and analyzed. As a consequence of equipment limitations, including 
the use of a spectrum analyzer instead of a network analyzer, no major 
conclusions were reached on what electromagnetic modes were actually 
propagated in the confined spaces of the SHADWELL. However a few 
inferences are drawn. 

The fact that most measurements were well above the background noise 
level over the entire frequency interval (800 MHz to 3 GHz), even for many 
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closed-door configurations, strongly suggests that power levels are sufficient to 
ensure inter-deck and intra-deck communication when doors are closed for many 
operational situations. In addition, the measurements indicate that intra-deck 
propagation occurs along different paths such as through central-room 
compartments and along the starboard and port passageways. The data 
substantiates the observed good performance of wireless communication systems 
at 914 MHz and 2400 MHz that are being tested on the SHADWELL for use 
during emergency situations. Evidence of some of the suggested modes of 
propagation in confined ship spaces was observed, for example, the multipath 
effects caused by scatter from the steel structure of the SHADWELL. However, 
these measurements were not controlled well enough to separate the propagation 
modes. Clearly, more rigidly controlled testing is needed to gain a better 
understanding of the propagation modes in this environment and their relative 
impact on RF signals. Essentially, these measurements form the basis for 
planning further, more controlled tests with an improved measurement system. 
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Abstract: As the commercial wireless spectrum has become crowded with 
more and more users, several research groups nationally and abroad have 
developed antenna diversity schemes for portable wireless devices to improve 
system performance. This research examines the possible performance 
benefits of a number of these diversity configurations using experimental 
rather than theoretical data to calculate the antenna system's correlation 
coefficient. The data, processed using an efficient numerical algorithm, 
includes the radiation patterns of each antenna as well as environment- 
specific incoming path distributions. This method of evaluation accounts for 
antenna coupling and chassis and user effects that may have a significant 
impact on diversity system performance that are not captured with 
theoretical analyses. This work addresses common portable communication 
devices, including voice handsets for Satellite Personal Communication 
Services (S-PCS) and laptop computers for Wireless Local Area Networks 
(WLAN). The associated antennas are external (e.g., monopoles) and 
internal (e.g., microstrip) and are arranged in a variety of diversity schemes. 
The possible costs and benefits of portable antenna diversity are discussed in 
light of the analysis results. 

1.   Introduction 

As commercial wireless communication systems mature, the demand for higher 
quality and reliability is driving efforts to improve performance at every point in 
the signal path. Several groups have suggested antenna diversity in portable units 
to help mitigate the effects of multipath interference [1], [2], [3]. In these 
applications, however, traditional assumptions used to evaluate antenna diversity 
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configurations may no longer apply due to the small size of portable devices and 
proximity effects of the chassis and the user. 

This work examines the effectiveness of spatial and pattern diversity schemes 
working in tandem using experimental rather than theoretical antenna data. This 
data captures the effects of the non-ideal portable environment that is lacking in 
idealized theoretical analyses. Processed with a numerically-efficient analysis 
and design tool [4], this data provides a more realistic measure of the potential 
benefits and drawbacks of a range of antenna diversity schemes. 

Section 2 provides a brief description of antenna diversity systems and the 
theoretical background for the correlation coefficient calculation [5]. Section 3 
details the specific system configurations used as examples, including the chassis, 
antennas, and antenna locations. Section 4 compares the results of correlation 
coefficient calculations using measured data from these configurations with 
calculations assuming ideal antenna patterns. Finally, Section 5 discusses the 
results as well as the evaluation and design of future antenna diversity systems in 
portable wireless environments. 

2.   Theoretical Development and Methods 

There, are four principle ways in which antennas are made to differ in diversity 
systems [5]. The first and most commonly used is frequency or spread spectrum 
diversity, where an antenna is made to transmit data at more than one frequency. 
This is commonly incorporated into many wireless applications and has been 
widely studied. Another diversity technique uses antennas with differing 
polarizations. A third technique, spatial diversity, is one in which the antennas 
are separated by some optimum distance. This distance is usually determined by 
factors including the wavelength of incoming signals and the anticipated angle of 
signal arrival. A pattern diversity system is one in which the antennas have 
different patterns to cover a desired volume in space. In this paper, we address 
spatial and pattern diversity on portable wireless devices. 

In order to quantify the benefits of an antenna diversity system we calculate 
the correlation coefficient [5], [6], [7]. The correlation coefficient, p, is a 
mathematically obtained value between one and zero. It represents how much the 
signals from the antennas have in "common." Identical antennas receiving 
identical signals would have p equal to one, and signals from antennas having 
nothing in common would have p equal to zero. Since the objective in a diversity 
system is to have the nulls of one antenna not correspond to those of the other, the 
lower p the better. In general terms, the normalized cross-correlation Cmnfai, ^2) 
for any two signals M and N, given in any two dimensions x and y, is given by (1) 
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C™(^2) = 

J JM(x,y)N'{x-Tl,y-T2)dxdy 

\\M(x,y)M'{x-Ti,y-z2)dxdy J JN(x,y)N'(x-z1,y- z2 )dxdy 

:(1) 

where tj and r2 are shift variables in the two dimensions. Shifting occurs along 
the axis representing the variable in the signal function. In the case of antenna 
patterns, this shifting takes place in degrees as one pattern is effectively rotated 
around the other. Rotation occurs by cycling TJ and z2 over the range of 0 and ^. 
This can be done by physically turning one antenna on its axis, or more simply by 
mathematically rotating a calculated pattern about the other. 

Research has shown [5], [6], [7] that the correlation coefficient between two 
antennas is a function of the antenna patterns, the separation between the 
antennas, and the incoming multipath wave distribution. Furthermore an equation 
for the incoming path distribution P(9), (usually assumed omnidirectional in the 
azimuth [1], [2]) can be expressed in terms of three environment parameters as: 

m- 
y/ltä2 

S±2l 
2S2 

(2) 

where S is the standard deviation in the spread angle for incoming waves, 6 is the 
angle of some single incoming beam, and <9, is the direction of the principal 
incoming wave [1], [2]. 

Spatial diversity can be treated as a phase offset [4], [5], [6], [7] in the 
calculation of the correlation coefficient. It is represented theoretically as a 
function of the wave number k, the Cartesian components of the antenna 
separation vector D, and the angle of the incoming wave, as: 

-y*^/(DJtsin(e)cos(fS))2+(D>,Sin(ö)sin(?i))2+(D.cos(e))2 

(3) 

To arrive at the final correlation coefficient, the spatial separation between the 
antennas accounted for in (3) and the distribution of incoming multipath waves 
given by (2) are included.    The cross-correlation between the two patterns is 
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normalized by dividing it by the product of the auto-correlations for each 
individual pattern, thus: 

p(*i>*i)= 

J^J*F(ö,^>r*(ö-Tp^-r2)p(e>-^(*&(9^)W^"('W4'))F+(Aco<9),'rfft/^ 
(4) 

l*£v(ejy%+y(e)datAr£w(ejy%iy(e)dw 

To calculate the correlation coefficient, we implement a computationally- 
efficient algorithm called fast convolution that exploits the relationship between 
correlation and convolution [4], [8]. This method reduces the number of 
computations necessary by greater than one order of magnitude [9] compared to 
packaged cross-correlation functions. For any particular diversity configuration, 
TJ and T2 are fixed and represent the relative rotational position of one antenna 
with respect to the other. To aid in the design of diversity systems, TJ, T2, and D 
can be varied to provide a normalized correlation coefficient plot for any 
orientation of one antenna with respect to the other. 

3.   Experimental Configurations 

Three types of chassis are examined: the cellular phone, the palm-top, and the 
laptop. These represent the range in shape and size of most portable wireless 
devices today. Frequencies used include 1.622GFIz for Satellite PCS, and 
2.44GHz and 5.8GHz for spread-spectrum WLAN. We selected two different 
types of antennas, monopoles and microstrip patches, for their electromagnetic 
properties as well as their physical shape and the feasibility of incorporating them 
onto a specific chassis. The various antennas and chassis are combined to form 
three experimental configurations that provide insight into the possible benefits 
and limitations of antenna diversity systems in portable wireless devices. 

The first configuration uses a cellular phone chassis at a frequency of 1.622 
GHz for use in the Satellite PCS band. A monopole and a microstrip patch 
antenna are deployed on the chassis as shown in Figure 1. The patch antenna is a 
flip-up device that ordinarily rests flush with the back of the handset chassis. 
During satellite communication, it flips up to form a right angle with the chassis 
and aims directly upwards. The monopole is located on the top of the unit as with 
a traditional cellular phone. This allows the unit to receive signals incoming from 
directions near the horizon as well as supports in-building communication via 
transmission through windows.   Options for spatial diversity are limited by the 
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size of the chassis and the wavelength of operation, but this antenna system would 
ideally provide a nearly isotropic reception pattern through pattern diversity. 

The second configuration shown in Figure 2 includes a laptop equipped for 
operation in a 2.4 GHz LAN system with the display at a 90° from the keyboard. 
Again, a monopole and a microstrip patch are used. The monopole is located on a 
PCMCIA card that extends out from the side of the keyboard, and the microstrip 
patch is integrated into the back of the laptop display. The size of the chassis 
relative to the wavelength of operation supports effective spatial diversity. 

In the third configuration, a laptop with the display at a 135° angle from the 
keyboard is equipped with two microstrip patch antennas operating in the 5.8 
GHz WLAN band. One antenna is integrated into the back of the display as in the 
second configuration, and one is integrated into the side of the keyboard as shown 
in Figure 3. Both are oriented to receive vertically polarized waves. 

For each configuration, the antenna's radiation characteristics in the azimuthal 
plane were measured in an anechoic chamber. A HP 8753C vector network 
analyzer served as the transmitter and receiver. For all measurements, the center 
of rotation was the center of the chassis under test. For each antenna, two patterns 
were measured: one with the second antenna open-circuited and one with the 
second antenna terminated in a 50Q impedance. This was done to establish the 
effects of various diversity combining techniques on antenna patterns [10]. For 
instance, in a combined diversity system, the second antenna would appear 
terminated to the first, while in a switched diversity system, the second antenna 
would appear open-circuited to the first. The data collected from each 
measurement was interpolated to contain 1024 points/3600 that was then used as 
input to the Matlab algorithm to calculate the experimental value of the 
normalized correlation coefficient. For comparison, free space theoretical 
patterns for each antenna were also sampled at 1024 points/3600 to calculate a 
theoretical value of the normalized correlation coefficient. 

4.   Results 

The measured azimuthal patterns for the three configurations are shown in 
Figures 4, 5, and 6, respectively. In our experiments, the patterns of each antenna 
varied in magnitude but not appreciably in shape when the second antenna was 
left open or terminated. This effect was most pronounced with the first 
configuration on the handset, due to the close proximity and coupling between the 
two antennas. While these variations will not affect the value of the normalized 
correlation coefficient, they will have an impact on the practical efficiency of 
each real-world system. 

The normalized correlation coefficients calculated using both experimental 
and ideal theoretical data are presented in Table 1.  These calculations all assume 
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an isotropic incoming distribution in the azimuthal plane when multipath signals 
are indistinguishable in time. Therefore, these calculations are as general as 
possible with respect to unpredictable and irreproducible environment and 
channel characteristics, and also are independent of diversity combining 
techniques. Table 1 also provides information on the relative displacements of 
the two antennas in each configuration. 

Configuration Frequency Horizontal 
Displacement 

Vertical 
Displacement 

Theoretical 
Correlation 

Measured 
Correlation 

One 
Tft» 

1.622GHz 
2.44GHz 
5.80GHz 

2.5 cm 
8.5 cm 

34.6 cm 

0 cm 
18.5 cm 
14 cm 

0.749 
0.256 
0.080 

0.853 
0.101 
0.067 

Table 1: Calculated theoretical and measured correlation coefficients for the three diversity 
configurations. 

The measured and theoretical correlation coefficients agree in general, with 
the discrepancies between the experimental and theoretical values being a result 
of the non-ideal operation environment presented by the chassis. The results for 
Configuration 1 indicate that the diversity gain of this system is poor in the 
azimuthal plane. While the diversity systems of Configuration 2 and 
Configuration 3 yield good correlation results, the results come at the cost of 
omnidirectional coverage in the plane of interest. 

5.   Discussion 

In urban or indoor settings with a large number of reflective and diffractive 
surfaces, a greater variation in the angles of arrival translates to an increase in the 
benefits of pattern diversity. Generally, the benefits of pattern diversity increase 
as the incoming pattern distribution becomes more isotropic [11]. The ideal 
configuration for a pattern diversity system has the secondary antenna oriented so 
that there is minimal overlap between its pattern and that of the primary antenna. 
This might not be sufficient to achieve an omnidirectional reception pattern, but it 
will exhibit minimal amounts of signal loss as a result of multipath interference. 
In a real diversity system it is only important that the two antenna patterns have 
minimal overlap in the areas covered by the incoming path distribution. 

We expect that spatial diversity is more effective than pattern diversity in 
scenarios such as open terrain environments where the multipath signals have 
similar angles of arrival and therefore a very narrow incoming path distribution. 
The direction of spatial separation, whether horizontal or vertical or some 
combination of the two, is only relevant in terms of the separation relative to the 
source. Therefore the effectiveness of a spatial diversity system is dependent on 
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the spatial separation in relation to the incoming path distribution. For scenarios 
limited to line of sight this may be constant but for more complicated incoming 
path distributions the effective separation between the antennas varies as a 
function of observer location or incoming signal angle. When the frequency is 
high, variations in the contribution of the spatial diversity term are more sensitive 
to variations in incoming angle. Additionally as the antenna separation is 
increased to more and more odd multiples of one half wavelength the variations in 
the spatial diversity term given by Equation 3 will be more numerous over the 
whole range of possible incoming path angles. 

6.   Conclusion 

The design of pattern and spatial diversity systems is complicated by the tradeoff 
involved in choosing between antennas with pattern orientations that overlap 
minimally and those that cover the possible area of signal reception optimally. 
Given a specific application with its predetermined frequency and chassis 
parameters, four basic design elements are left to the engineer: First, choosing the 
right antenna types to give maximal coverage in the areas of interest. Second, 
positioning those antennas so as to maximize the benefits of spatial diversity 
given a predetermined incoming path distribution. Third, orienting the antennas so 
as to increase the effectiveness of a pattern diversity system. And fourth, spatially 
isolating the antennas from one another to allow for the greatest flexibility in 
diversity combining techniques. 

This research has developed an algorithm to aid in the design and evaluation 
of both pattern and spatial diversity systems working separately or in tandem. 
The efficacy of an antenna diversity system is evaluated by calculating the 
normalized correlation between the signals from two antennas. This is done using 
exactly the same efficient discrete algorithm for theoretical, simulated, or 
idealized patterns. The tool developed incorporates two or three dimensional 
antenna patterns, three degrees of freedom in spatial and pattern diversity, and any 
specified incoming path distribution. The antenna patterns, spatial and pattern 
configurations, and incoming path distribution are defined by the user. The 
specific configurations of the spatial and pattern diversity system can be set to 
obtain the specific normalized correlation coefficient of a particular system. 
Additionally, multiple configuration variables (antenna spacing, patterns, or 
expected incoming distributions) can be left as variables so that the tool can be 
used for design to generate plots of the correlation coefficient as a function of 
these variables. The potential of this new tool has been demonstrated through 
evaluation of three integrated antenna diversity systems for common portable 
wireless chassis. 
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Figure 1: The first diversity configuration on a handset operating at 1.622 GHz with 
a monopole antenna and flip-up microstrip antenna. 

Figure 2: The second diversity configuration on a laptop computer operating at 2.44 
GHz with a monopole antenna deployed from a PCMCIA card extended from the 
side of the keyboard and a microstrip antenna integrated into the back of the 
display. The angle of the display relative to the keyboard is 90°. 
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Figure 3: The third diversity configuration on a laptop computer operating at 5.8 
GHz with a microstrip antenna integrated into side of the keyboard and a 
microstrip antenna integrated into the back of the display. The angle of the display 
relative to the keyboard is 135°. 

135 180 225 

Azimuthal Angle (Degrees) 

Figure 4:  Measured normalized electric field  radiation patterns  for the two 
antennas of Configuration 1 in place on the handset chassis. 
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Figure 5:  Measured  normalized electric  field  radiation patterns  for the two 
antennas of Configuration 2 in place on the laptop chassis. 
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Figure 6:  Measured  normalized electric  field  radiation patterns  for the two 
antennas of Configuration 3 in place on the laptop chassis. 
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Abstract The paper presents a new type of the antenna with a dipole-like radiation pattern and 
circular-polarization. The antenna is a cylindrical patch antenna fed by a coax line, with a special 
geometry with generates the circular polarization. The configuration was optimized so it would 
generate the minimum axial ratio in the azimuthal plane where the pattern is omnidirectional. 
The antenna proposed is a simple and inexpensive solution for any wireless communication sys- 
tems where omnidirectional pattern and circular polarization are required. 

INTRODUCTION 

Antennas with a dipole-like pattern and circularly polarized are usually combination of a number 
of radiating elements. The most common configuration consists of four dipoles slanted 45° and 
located on the perimeter of a circle such that each dipole faces another dipole slanted in the op- 
posite direction. When fed appropriately this array generates a dipole-like pattern with a circular 
polarization. The design of high-gain arrays based on this type of antenna would probably be 
quite complicated, and expensive. 
This paper discusses the cylindrical-rectangular patch antenna as a new type of an antenna with 
circular-polarized dipole-like radiation pattern. The geometry of the antenna is shown in Figure 
1. It is an almost square patch wrapped around a grounded dielectric cylinder. Both TMio and 
TMoi modes are excited with shifted resonant frequency, similarly to the planar case [1], [2]. In 
this case, though, the circular polarization is achieved in the whole azimuthal plane, not only in a 
limited angular sector. 
The main problem in designing such an antenna is that the radiation patterns due to the TMio and 
TMoi modes have different phase characteristics which are important to synthesize in order to 
get circular polarization. 

ANALYSIS 

The analysis of the cylindrical patch antenna was performed using the moment method approach 
described in [3], [4]. A program for the computation of the input impedance and radiation pat- 
tern of cylindrical patch antennas was first developed [4].   The currents on the patch are ex- 
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panded into entire domain basis functions. Spectral-domain dyadic Green's function is calculated 
by using the general routine G1DMULT [5], which permits the analysis of patch antennas in 
multilayer structures. The algorithm divides the field problem in appropriate sub-problems by 
using equivalence, and determines the tangential field components at the interfaces between the 
layers of the structure (the spectral domain problem is modeled as a spatial domain problem with 
sources in the form of harmonic current tubes). The feed is modeled as a constant current distri- 
bution without considering its self-impedance. This analysis approach was previously tested in 
the design of both horizontal and vertical polarized cylindrical patch antennas [4]. 

Cylindrical Patch 

<t>P; 'atch 

a. Axial cut b. Longitudinal cut 

Figure 1 - The geometry of the Circularly Polarized Omnidirectional Cylindrical Patch. 

As mentioned above, the basis functions used are entire domain functions. During the design 
process, the phase of the coefficient of the fundamental TM0i and TM10 basis function are 
monitored. In the planar case, to obtain circular polarization, the phase differential between these 
two modes should be 90°. In the cylindrical case, considering the fact that the vertical mode has 
a different geometry than the horizontal mode, the optimum axial ratio (for the particular set of 
design parameters) was found for a phase differential of 50°. The synthesis process uses this in- 
formation in the calculation of the patch dimensions. Finally, the antenna is optimized for axial 
ratio at 1.92 GHz. 

DESIGN EXAMPLE 

The parameters of the antenna are: the relative permittivity of the substrate, er = 4.2, the diameter 
of the grounded cylinder, <DGND = 1.2 cm, the diameter of the patch, 0Patch = 1.36 cm, the width 
of the patch, W = 1.98 cm, the angular gap (p = 25.8°. The feed point is offset with respect to the 
z-axis and (p-axis: Azprobe = 1.9 cm, Acpprobe = 18.9°. The antenna was optimized for 1.92 GHz the 
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mid-frequency of the PCS band. Figure 2 shows the axial ratio pattern in the azimuthal plane of 
the antenna shown in Figure 1. From Figure 2 it can be seen that the axial ratio is lower than 6 
dB in the whole azimuthal plane and no visible effect of the probe is noticed. Further improve- 
ment of the axial ratio could probably be achieved by increasing the dielectric permittivity, how- 
ever the frequency bandwidth would be narrower. The lowest axial ratio is for q> = 90° and the 
highest axial ratio is for cp=0°. Figure 3 shows the copolarized and crosspolarized radiation pat- 
terns in the azimuthal plane. As expected the higher the crosspolarization level, the higher the 

180 180 

270 270 

Figure 2 - The axial ratio in the azimuthal 
plane at 1.92 GHz 

Figure 3 - The copolar and the crosspolar 
patterns at 1.92 GHz in the 
azimuthal plane 

axial ratio is. The omnidirectionality is 0.2 dB, which is a result of the small diameter (in wave- 
lengths) of the cylindrical patch. Figure 4 shows the axial ratio and the radiation pattern for two 
elevation planes ((p = 90° and (p =0°). Here effect of the radiation of the probe is noticed towards 
the grazing angles where the axial ratio is high anyway. In the 9 =90° plane, the axial ratio is 
smaller than 3 dB from 9 = 31° to 0= 112°. This 81° elevation angular sector is reduced to 0° in 
the azimuthal angular sector of cp = 57° to 9 = 125°. 
The frequency band of this particular antenna (defined as the frequency band over which an aver- 
age degradation in the axial ratio of 2 dB occurs in the azimuthal plane) is approximately the 
same as the bandwidth of the planar version of the 'almost square' patch. For this particular de- 
sign the bandwidth is less than 1%, and it can probably be improved if we use a dielectric sub- 
strate with a lower permittivity or a thicker dielectric. 

CONCULSIONS AND FUTURE WORK 
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A new type of antenna was proposed. The antenna is circularly polarized and has a dipole-like 
pattern. The achievement of the circular polarization for this geometry is a definite challenge due 
to the different modal currents propagating in the vertical and circumferential planes. Since^ 
(from the structural point of view) this radiating element is similar to the one proposed in [4], it 
can be very easily arrayed to obtain circularly polarized omnidirectional linear arrays. 
The possibility of the design of omnidirectional cylindrical patches based on a planar geometry 
was demonstrated. The design of a wide-band element with similar characteristics as the one 
proposed is currently under consideration. 
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Abstract: A numerical study of a cylindrical dielectric resonator antenna on 
a conducting ground plane excited by a coaxial probe is presented. The 
numerical solution is based on the method of moments for a body of revolution 
coupled to a wire. We consider in this study dielectric resonators excited in the 
HEMn and HEM12 modes for a split dielectric cylinder. This antenna shows a 
wideband performance of about 35%. Experimental measurements have 
verified this finding. 

1. Introduction 

Dielectric resonators are made of high dielectric constant materials. They have been 
used efficiently as microwave components in the design of filters because of their 
high quality factor. Therefore, many engineers have doubted their suitability for use 
as a radiator, thinking that they would no be efficient radiators and that they would 
have a very small radiation bandwidth. It has, however, been shown that some modes 
has a small radiation Q-factor [1]. The radiation efficiency has also been measured 
for the HEMn6 mode of the cylindrical dielectric resonator with e=38 and was found 
to be better than 98% [2]. Interest has continued to increase in dielectric resonator 
antennas (DRA's) [3] due to their small size, efficiency, and potential ability to 
perform multiple antenna tasks via simple mode coupling mechanisms. More 
attention and study needs to be given to this antenna to obtain a better understanding 
of its performance characteristics. Accurate analysis of the DRA must be performed 
numerically and is somewhat difficult. Such analyses, however, help in the physical 
understanding for the performance of this antenna and in determining optimal usage 
of the antenna. Many studies have concentrated on the cylindrical DRA structures 
[4], for which the TM and quasi- TM modes may be excited by having the dielectric 
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disk situated on a ground plane [5]. Little attention has been given to cylindrical 
DRA structures excited in the TE and quasi-TE modes, because they cannot be 
excited with the circular base is placed on a ground plane. 

In this paper we briefly discuss some of the characteristics of the DRA's related to 
the HEM116 and the HEM126 modes compared to the more commonly studied TMo15 

mode and the TE016 mode. Some basics regarding their excitation mechanism are 
described, and empirical expressions are given to compute accurately the resonant 
frequency and the radiation Q-factor for the ideal case. To permit excitation of the 
HEM126 mode for a resonator situated on a ground plane, a split cylindrical DRA 
such as shown in Fig. 1 is considered. The HEMm mode can also be excited in this 
configuration. Results are presented showing a broadband performance of the DRA 
excited in single mode operation, which reaches about 35%. Also, in some cases it 
is possible to have a dual band performance with the proper excitation of the DRA. 

Ground plane 

Fig. 1. Geometry of the split cylindrical DRA 

2. Ideal Performance 

To easily design a DRA for a particular use, one must have a reasonable idea of the 
resonant frequency, Q-factor, and mode of operation for various geometrical 
parameters associated with the DRA. The resonant frequency and the radiation Q- 
factor for a particular configuration may be computed numerically through a search 
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for the natural resonant frequencies (for a source free system) in the complex 
frequency plane as described in [6]. Once a natural frequency has been found, the 
mode associated with that natural frequency can be identified from its field 
distribution. The field distribution is also useful in determining an appropriate feed 
mechanism for the DRA. 

For design purposes, however, this time consuming process would need to be 
repeated many times for different parameters until appropriate characteristics are 
achieved. It is desirable to have relatively accurate approximate methods to determine 
some of these characteristics quickly. Thus, we have computed the resonant 
frequencies and the radiation Q-factors for the first four modes TMo16 TE^ HEMn6 

and the HEM126 modes for a cylindrical DRA as a function of different alh (radius 
to height) ratios and for dielectric constants of 10, 22, and 38. Curve-fit equations 
are then obtained for the resonant frequencies and the Q-factors of these modes in 
terms of these parameters as 

k0a = 2.920415 6;
a465421 

x i 0.690841 + 0.319075(-) - 0.035494(-)2 

[ h h   \ 
(1) 

and 

Q = 0.012356 e'-207086 

x 
1.027195 (-) 

5.2696(-) + 106.18807 (-)0624875e   ' h 

h h 

(2) 

for the TE016 mode, 
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kna = 2.932566 e -0.467715 a    e-10 
1 - [0.075 - 0.05 (-)][— ] 

h       28 

x | 1.047542 + 0.377422(-) - 0.07112(-)2} 

(3) 

and 

Q = 0.008721 e
om41V03974756'< 

a    38-e   , 
1 - [0.3 - 0.2A][—1]| 

h       28 

x 
-3 50099 (—) 

9.498196 (-) + 2058.33 (-)4J22261e   '        h 

h . h 

(4) 

for the TM016 mode, 

V = 2.734956 e;0-436076 

x i 0.54318 + 0.589025 (-) - 0.049591 (~)2] 
(5) 

and 

Q = 0.012604 e; 1.201971 

X 

a\2 
a n      -2.046468 (-)+ 0.110953 ("): 

2.134757 (-) + 228.0429 (-)e h h 

h h 

(6) 
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for the HEM115 mode, and 

V=3.114093e;a494406 f189612 

-2.624985 A 
(0.041212-3.408916e h )(-)+1.548193log(-) 

h 

(7) 

and 

Q = (0.369661 + 0.02334er + 0.001051e2)|l - 0.3( ^)2[2.92-(-)]°4 

x J41.29139(—)'2 -110.8862(—)'1 (8) 

„ -1.070847 (-)-0.084812(-)2) 
+ (-X15.58616 + 334.2778 e h h  ) 

h 

for the HEM,,* mode 126 • 

The actual results for the resonant frequencies and Q factors obtained from the 
numerical search in the complex frequency plane and results computed using the 
above expressions are given in Figs. 2 to 5. In these figures the symbols represent 
the values obtained directly from the numerical search and the lines represent results 
predicted from the above expressions. It can be seen that the results predicted using 
the expressions agree reasonably well with the results obtained from the numerical 
search. It should be noted that the scales for graphs are the same for each of the 
different modes, so that comparisons can be fairly easily made between the different 
modes. 

From the figures it is clear that the rates of change in the resonant frequency of the 
TE0I6 and HEM126 modes with respect to alh is lower than those for the modes TM^ 
and HEM116.   This provides an indication of the possibility of better wideband 
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performance for the TE015 and HEM125 modes than for those of the TM^g and HEM116 

type. To excite these modes properly, knowledge of the near field distribution for 
each mode permits one to choose the excitation mechanism appropriately. An electric 
current excitation can be chosen as a probe along the high density electric field lines 
or a magnetic current excitation can be chosen along the high density magnetic field 
lines by using narrow slots in the ground plane. The ideal far field patterns for the 
HEM116 and HEM12S modes are given in Figs. 6 and 7, respectively. In these and 
other radiation pattern plots that appear subsequently, the angular variation shown 
on the polar plots represents the standard spherical coordinate angles 8 for y-z plane 
plots and (p for x-y plane plots. These far field radiation patterns are obtained based 
on the assumption that only the desired mode is radiating. Thus, they can be used as 
a reference for comparison with the actual radiation patterns that are obtained where 
more than one mode could be excited and contributing to the radiation patterns. 

3. Numerical Results 

Excitation of the HEM116 mode for the split cylindrical dielectric resonator antenna 
of Fig. 1 will result in a broadside radiation pattern. This broadside radiation pattern 
is similar to the radiation pattern of a narrow slot in a ground plane. The HEM116 

mode mode can be excited by a monopole displaced along the z-axis from the 
position of Zf=0 (see Fig. 8). Here, we have restricted the orientation and position of 
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Fig. 6. Radiation patterns of the HEM116 mode 
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Fig. 7. Radiation patterns of the HEM126 mode 

the monopole to be along the y-direction on the z-axis, where the DRA is the tallest, 
to allow for the largest possible variations of the monopole length as shown in Fig. 
8. Fig. 9 shows the return loss of the split resonator with ai=2.25 cm, h=3.9 cm, a^ 
0.0118 cm, Zf= 15.8 mm and er = 12 with different wire lengths. Changing the wire 
length changes the return loss and shows that an optimum length of lw=18 mm 
produces a bandwidth of about 22% (-10 dB return loss). Samples of the radiation 
patterns are computed at different frequencies as shown in Fig. 10. The radiation 
patterns show that the HEMn5 mode is excited efficiently within this band, as the 
radiations patterns are very similar over the frequency range from 1.5 GHz to 1.9 
GHz. When the excitation monopole is located at zpl 1.85 mm, i.e., closer to the 
center of the DRA, the bandwidth seems even wider than before, but a different 
monopole length (lw=15.75 mm) is required as shown in Fig. 11. However, one 
observes in Fig. 12 that for this case the radiation pattern at f=1.9 GHz has 
deteriorated to be significantly changed from that of the HEM116 mode because other 
modes have started to contribute to the radiation pattern. When the monopole is 
placed even closer to the DRA center with z,=3.95 mm, the matching bandwidth does 
not change much, as shown in Fig. 13, but the radiation patterns deteriorate even 
further at f=1.7 GHz and f=1.9 GHz as shown in Fig. 14. When the monopole is 
located at the DRA center with zpO.O a very wide matching bandwidth is obtained 
as shown in Fig 15. This bandwidth is about 35%. From the radiation patterns in 
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Fig. 16, however, we can see that the radiating mode in this case is the HEM126 mode 
between the frequency range of 1.7 GHz to 2.3 GHz. 

4. Dual-band Antennas 

To obtain a dual band antenna, we must excite either two different modes having 
similar far field patterns with the required frequency separation or have two 
resonators of different sizes and materials operating at the same mode but at a 
different frequency. The latter approach will make the antenna large in size. A 
different possible approach is to make the two resonators together as if one resonator 
is loading the other. In this case, the design process is more difficult and requires 
many trials to reach to the required characteristics. Here we present an example of 
a dielectric resonator with h2=22.8 mm, 32=14.15 mm, and e2=36.0 that is inserted 
inside a dielectric resonator with h1=39.5 mm, ^=24.5 mm, and e1=12.0. The system 
is excited by a monopole located inside the smaller cylinder as illustrated in Fig. 17. 
The return loss of this antenna with different monopole lengths is shown in Fig. 18, 
where it can be seen that we have achieved multi-frequency operation. Figs. 19 and 
20 show the radiation patterns at different frequencies and show that we have 3 
different bands. The middle band is due to the excitation of the HEM126 mode and 
the other two bands are influenced by the HEM115 mode. The lower band appears to 
be due to the large DRA, while the upper band appears to be due to the smaller DRA. 
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Fig. 8. Geometry for the split DRA with vertical dipole located on 
the z-axis: 3-D and cross-section views 
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57 



90 

120 60 

150 

180 - 

Eg (yz-plane) 

120 

i_^_j o 
-40   -30   -20   -10      0 

■-- E, (xy-plane) Et (xy-plane) 

90 
60 

150 

180 - 

E, (yz-plane) 

-40   -30   -20   -10     0 

E, (xy-plane) E, (xy-plane) 

f= 1.5 GHz 

f= 1.7 GHz 

90 

120 60 

150 

180 ■■■ 

E8 (yz-plane)      

-40   -30   -20   -10     0 

E, (xy-plane) E, (xy-plane) 

f=1.9Ghz 

Fig. 10. Radiation patterns with Zf=15.8 mm and 1=18 mm 

58 



0 

-10 

ffl -20 
'O 

W 
3-30 

40 

lw=22.50mm 

lw=20.25mm 

lw=18.00mm 

lWr=15.75min 

. 1^13.50111111 

<Q I i I i I i I i I i-J-J i—I—i I—i I i I i I 

1.3   1.4   1.5   1.6   1.7   1.8   1.9    2    2.1   2.2   2.3 

f (GHz) 

Fig. 11. Return loss versus frequency with zpl 1.85 mm 

59 



90 

120 60 

150 

180 ■■■ 

Ej (yz-plane) 

120 

-40   -30   -20   -10     0 

■- Ee (xy-plane) Ef (xy-plane) 

90 

....    60 

150 

180 '■ 
-40   -30   -20   -10     0 

  B, (yz-plane)     E, (xy-plane) Ef (xy-plane) 

0 

90 

120 60 

f= 1.5 GHz 

f= 1.7 GHz 

150 , 

180 

E, (yz-plane)      

-40   -30   -20   -10     0 

Ee (xy-plane) E, (xy-plane) 

0 

f= 1.9 GHz 

Fig. 12. Radiation patterns with z^l 1.85 mm and 1 =15.75 mm 

60 



CO 

0 

-5 

■10 

-15 

-20 

civ 

IV-T**      ---■ 
^_^_ lw=22.50mm 
— — 1^20.25111111 

, 1^18.00111111 

. _ - - IvslS.TSmm 
, . — . . 19=13.50111111 

\^A- 
\f     ^ 

J-^ 1      ■      I      ■      I      ■      I      ■      I ■      I      ■ ■      -      ■ 

1.1    1.2   1.3   1.4   1.5   1.6   1.7   1.8   1.9    2    2.1 
f (GHz) 

Fig. 13. Return loss versus frequency with Zf=3.95 mm 

61 



90 

120 60 

150 

180 1   '   '   ' ''   ■   ' 0 
-40   -30   -20   -10     0 

E, (yz-plane)     E, (xy-plane) Ef (xy-plane) 

90 

120 --... 60 

180 ~ 
-40   -30   -20   -10     0 

  EB (yz-plane)     E„ (xy-plane) E, (xy-plane) 

90 

120 60 

150 . 

180 

f= 1.5 GHz 

f= 1.7 GHz 

f= 1.9 GHz 

-40  -30  -20  -10    0 

  E, (yz-plane)     E, (xy-plane) E, (xy-plane) 

Fig. 14. Radiation patterns with zp3.95 mm and 1 =15.75 mm 

62 



0 r 

-10 
PQ 
w 

CO 
CO 

3-20 

! 
Pi -30 

-40 

lw=17.8mm (measured) 

lw=17.8mm (computed) 

1.6     1.7     1.8     1.9 2.1     2.2    2.3     2.4 

0 r 

f  (GHz) 

(a) 

PQ 
-10 

O.20 

Pi -30 

-40 

lw=15.0mm (measured) 

lw=15.0mm (Computed) 

j , 1 J. i 

1.6    1.7    1.8    1.9 2.1    2.2    2.3    2.4 
f  (GHz) 

(b) 

Fig. 15. Return loss versus frequency with zpO.O mm and 
(a) lw=17.8 mm or (b) lw=15.0 

63 



120 

90 
60 

150 

180 ■■ 

Ej (yz-plane) 

120 

40  -30  -20  -10     0 

E9 (xy-plane) 

90 
60 

f= 1.7 GHz 

150 , 

180 

f = 2.0 GHz 

180 - i_^j o 

f = 2.3 GHz 

-40  -30  -20  -10    0 
  E, (yz-plane)     E, (xy-plane) 

Fig. 16. Radiation patterns with Zj=0.0 mm and 1 =15.0 mm 

64 



Loaded DRA 

YA 

EI 

_JML 
-Si 

t 
•«  -h,— —► 

11   z 

Fig. 17. Geometry for the loaded split DRA with vertical dipole 
located on the z-axis: 3-D and cross-section views 
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ELECTRICAL TUNING OF INTEGRATED MOBILE 
PHONE ANTENNAS 
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Finland 

Abstract: The development of small integrated antennas plays a significant 
role in the progress of the future wireless mobile terminals, which will 
continuously decrease in size. Since the obtainable impedance bandwidth of 
electrically small antennas is proportional to the changes in the antenna 
volume new impedance matching techniques are needed in order to fulfill 
the broadband operation. 

This paper describes the enhancement of impedance bandwidth electrically 
by changing the reactive loading of the resonator either by means of a PIN 
diode or a varactor diode. In the PIN diode implementation the resonance is 
switched between the transmit and receive bands whereas in the varactor 
based design the tuning is continuous. Due to the biasing limitations of the 
mobile phone, the DC current in the PIN diode implementations is restricted 
to 10 mA and the DC voltage in the varactor implementations to 3V. 

The tuning effect is achieved by placing a tunable capacitive load either in 
the short-circuit or the open-end of a PIFA. Structures are implemented 
both on the E-GSM and GSM1800 systems. In addition to the obtained -10 
dB bandwidth also the effects of the tuning on radiation efficiency and 
radiation properties are discussed. 

1. Implementation techniques for a tunable PIFA 

The tunable matching of mobile phone antennas is based on the changing of their 
resonance properties by an external reactive circuit. In this case, the word 
"matching" may be slightly misleading, because the matching circuit is not 
necessarily located between the radiating element and the feeding line, as in the 
usual RF design. Still, the use of the matching expression may be reasonable, 
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because as the variable reactive load tunes the resonant frequency it obviously 
simultaneously also improves the matching in the vicinity of the resonance. 

In theory, the load can be either capacitive or inductive and, as to the X/4- 
structures, the reactive load can be placed either in series or parallel to the 
original antenna. The series connection can be achieved by placing the load 
between the short-circuit and the ground, and the parallel connection by loading 
the antenna between the ground plane and the radiating element. Due to the space 
limitations of the mobile phone antennas, the parallel inductive or series 
capacitive loading is not very advisable, because it shifts the resonant frequency 
upwards. The reactive tuning makes it possible to enhance the impedance 
bandwidth of a narrowband antenna over as large a frequency range as desired. In 
practical mobile phone antenna design, however, the feed point of the antenna is 
usually placed on a particular point on the radiating patch, which sets limits on 
the achievable tuning range. In addition to the fixed feed point, the tunability of a 
resonator type antenna depends on several other factors, such as the available 
bias, used tuning component, coupling of the resonator at zero bias and the 
characteristics of the antenna input impedance. Figure 1 shows some possible 
tuning techniques based on the capacitive loading of a X/4-resonator antenna. 

/Feed 

Short- i 
a) Capacitive switching 

-2 
7f 

b) Varactor tuning 

r^ 

c) Capacitive load + floated ground 

Figure 1. Tuning with a capacitive load. 

In case a), the tuning is executed by adding a switchable capacitive load to the 
open end of the PIFA. In case b), the same kind of tuning is achieved by using a 
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voltage-controlled capacitance diode. In case c), the implementation is based on 
the capacitively loaded PDF A structure. The total capacitive load depends on the 
capacitances of the folded open-end and the floated ground plate. The idea of this 
technique is to change the capacitance of the floated ground structure either by a 
varactor or a switched capacitance and thus affect the total capacitance value of 
the open-end. 

The resonance properties can also be manipulated by modifying the electrical 
properties of the short-circuit. The tuning can be achieved either by inserting 
additional shorting posts or by modifying the properties of the original short 
circuit by a series connected capacitive circuit, as shown in Figure 2. 

SÜD! 
a) Several shorting posts b) Shorting strip with a capacitive 

switch 

Figure 2. Frequency tuning by changing the properties of the short circuit. 

In case a), the inductivity of the short-circuit is reduced by increasing the number 
of the shorting posts with use of switches. In case b), the same effect is achieved 
by a capacitive switching method. The biggest difference between these two 
methods is that when the switch is activated to the low impedance state, the 
resonance frequency shifts upwards in case a) and, on the contrary, downwards in 
case b). 

2. Characteristics of PIN and varactor diodes 

2.1 Characteristics of PIN diodes 

A PIN diode is a semiconductor component in which an intrinsic I-region of 
thickness d is sandwiched between highly doped P and N type layers. The 

71 



semiconductor material is usually silicon, but gallium arsenide can be also used. 
PIN diodes are used as switches or attenuators for signals at radio and microwave 
frequencies. The sketch of a PIN diode is shown in Figure 3. 

Figure 3. Physical structure of a PIN diode [1J. 

The most important property of the PIN diode is that it can, under certain 
circumstances, behave as an almost pure resistance at high frequencies. The 
value of the resistance is dependent on the resistivity of the intrinsic region and 
the applied bias current. The intrinsic region has a high resistance R0 at zero bias. 
In forward bias, the junction resistance depends on the conductivity of the I layer. 
An increase in the applied forward bias reduces the injection of carriers from the 
P+ and N+ regions. This phenomenon reduces the specific resistance to a level 
below the one obtained from doping alone, thus inducing a lower junction 
resistance. The resulting forward resistance for radio frequencies Rf can be 
approximated. Together with N+ and P+ regions, the I region, forms a junction 
capacitance C,. (See e.g. [1].) 

The dielectric relaxation frequency/^ is the frequency above which the junction 
capacitance becomes independent of bias and is expressed as [2] 

für ~ 
1 

27cRjCj T 
(2.1) 

where /?, is the junction resistance which can be approximated, depending on the 
bias and x is the carrier lifetime which is the reciprocal offdr. In order to fulfill 
the requirement of the bias independent junction capacitance, the/rfr property of a 
PIN diode should be chosen so that it remains well below the operating 
frequency range with the maximum forward operation bias. In [3], the minimum 
requirement foxfdr is determined with respect to the RF signal as 

fdr< 
A RF 

10 (2.2) 
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In datasheet values, the carrier lifetime is usually measured with 10 mA forward 
bias and, depending on the structure of the diode, the corresponding carrier 
lifetime is between 5 ns - 3000 ns. The carrier lifetime requirement is 
determined according to the lowest operation frequency. In order to fulfill the 
previous requirement of x in mobile phone antenna applications above 900MHz, 
the carrier lifetime of a PIN diode should be over 11 ns. The amount of the 
required forward bias depends on the carrier lifetime and thus on the structure of 
the PIN diode. A PIN diode with lower carrier lifetime characteristics can be 
saturated (i.e., taken to the point of minimum resistance) by a much lower current 
than a diode with a much higher T. In the zero bias, on the other hand, the 
distortion becomes lower when the width of the I layer increases. The distortion 
decreases when the frequency of the signal increases as a consequence of the 
increased distance to the dielectric relaxation frequency [4]. 

Although the electronic behaviour of the PIN diode can be theoretically 
modelled only by the parallel connection of the junction resistance Rj and the 
junction capacitance C,, modelling of this kind is not sufficient in practice. In 
commercial products, the diode is always placed into a certain package whose 
parasitics can have significant effects on the operation properties. The package 
introduces additional reactive elements in the form of package inductance Lp , 
package capacitance Cp and the series resistance Rs. The equivalent circuit for a 
PIN diode at high frequency, meaning that the requirement for the fdr has been 
met, is shown in Figure 4. [3]. 

LP Rs 

JLTYYYVSAA/— 

U/ytfv-J 
Figure 4 PIN diode equivalent circuit. 

In antenna applications, the PIN diode is used as a switch having either a very 
high or a low impedance, depending on the control current. In the simplest case, 
the switching circuit is configured by using only one series or shunt diode. In 

73 



series connection, the insertion loss IL defines the loss of signal attributed to the 
diode when a switch is on, whereas the isolation IS defines the amount of RF 
leakage between the input and the output when a switch is off. In the shunt 
configurations, the behaviour is just the opposite. 

The impedance Zd of a PIN diode is written according to Figure 4. as 

zjf)=- 
-jk(JO)Lp+R^^^) 

J«>C„ 
+ jcoLB +R + 

R; 

1 + jcoRjCj 

(2.3) 

where co=2irf. 

If the diode with impedance Zd is connected in series with a transmission line 
with impedance Z0, then the resulting equation for the attenuation in dBs between 
the input and the output ports of the diode can be written as [2] 

201og 
U:, 

U., 
:201Og 1+- 

2Z„ (2.4) 

In practice, the parasitic package capacitance Cp (0.08pF - 0.12pF) has a quite 
minimal effect on the switching performance and can be neglected. Based on this 
assumption, the insertion loss of a series-connected PIN diode can be 
approximated by 

R, +R: nfL 
ILseries(f) = l0log(a + ~-L)2 +(-VJL)2) (2.5) 

and the isolation by 

^„„(/) = 101og(l + (- 
«P,. 1/ 

 L)2). (2.6) 
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According to Equations (2.5) and (2.6), a good switching performance, i.e., a 
low insertion loss and a high isolation, with the series-connected PIN diode is 
achieved by a low junction resistance, a low package inductance and a small 
junction capacitance. The small junction capacitance refers either to the use of a 
bulk type PIN diode or a strongly reverse-biased epi diode. However, the 
requirement of a low junction resistance in this case means that the amount of 
needed forward bias current increases, which is not a desired feature in the 
mobile phone applications. 

Due to the package parasitics, the insertion loss and isolation characteristics 
decrease as the operation frequency increases. The typical effects of the package 
inductance and the package capacitance are shown in Figure 5. 

INSERTION LOSS 
0.5 

0.42 

0.34 

0.26 

0.18 

9-108     1.3-109    1.7-109    2.1-109    2.5-109 

frequency / Hz 

ISOLATION 

 I, _.. J. .! i. -  

9-103      1.3-I09     1.7-109     2.1-109     2.5-109 

frequency / Hz 

-"   Lp=2nH 
--   Lp=lnH 

no package 

Figure 5. Effects of the package parasitics on the insertion loss and isolation 

characteristics of a series-connected PIN diode (Rs = 1Q, RJON ~ 1Q, RJOFF — 

1000Q, Cj = 0.25 pF, Cp= 0.08 pF, ZQ= 50 Q). 

2.2 Characteristics of varactor diodes 

The operation of a varactor diode is based on the reverse-biased pn junction. An 
increase in the reverse bias widens the depletion region between the p- and n- 
type substrates, and the junction capacitance is reduced. The junction capacitance 
Cj for a reverse-biased pn junction as a function of the applied reverse dc voltage 
V is given by 
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c^>=c;on-:r-> 
■M 

0, (2.7) 

where C j0 is the junction capacitance at zero bias, Ow the contact potential 
(silicon 0.7V and GaAs 1.3V) and M a coefficient depending on the junction 
doping profile [5]. Both Cj0 and M are dependent on the doping characteristics 
of the pn junction. For the abrubt type varactor M=0.5, but in hyperabrupt type 
varactor M varies with the applied reverse bias between 0.5 and 5. If the range of 
the applied bias is sufficiently narrow, the voltage dependency of M may be 
ignored, and it may be replaced by an average value over that range. 

0-/YYY 
Ä,(V) 

vwv 
C,(V) 

Hh 
Figure 6. Varactor diode equivalent circuit. 

The equivalent circuit of the diode is modelled by a voltage dependent junction 
capacitance Cj (V) and the series resistance R s (V), associated with the ohmic 
contact and the finite thickness of the epitaxial layer. Since the depletion region 
expands as the bias is increased, the undepleted region becomes smaller which 
decreases the resistance of the structure. The series resistance should be as low 
as possible in order to keep the losses associated with the diode low. As the 
operation is based on the reverse-biased pn-junction, it can be assumed that the 
junction resistance will be very large and may therefore be ignored. In 
commercial products, the diode is usually installed in a package. Due to the 
package material, the geometry and the bonding wires the package always has 
some kind of package inductance Lp and package capacitance Cp, that have an 
influence on the performance of the diode. Lp and Cp are assumed to be constant 
with the bias voltage. 

According to Figure 6., the impedance of a varactor diode can be written as 
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ZJ(co,V)=J—£ j J-Y~ 
Rs(V) + j(coLp—~———) 

coCjiV)   coCp    ^ (2g) 

where a>=2nf. 

The disadvantage of this model is that it fails to take into account the non- 
linearities of the junction. The parameters for this circuit have to be taken straight 
from the manufacturers' datasheet curves. Usually, the effect of the package 
capacitance on the characteristics of the diode is negligible and can be ignored. 
By this supposition, Equation (2.8) simplifies to 

Zd(v,V) = Rs(V) + j(coLp --^TT) 
coCjiV)    (29) 

Since the operation of a varactor diode is based on the reverse-biased pn junction 
the operation frequency range should be below a particular frequency, whereas 
for a PIN diode switch it is just vice versa. For a varactor diode, this cut-off 
frequency fcoff is defined by the diode series resistance RS(V) and the junction 
capacitance C,(V) as 

*cR,<y)c,<y)m (210) 

Since both Rs and C, decrease as a function of the increased reverse bias, the cut- 
off frequency is usually defined according to the zero bias values of these 
parameters 

In order to keep the diode impedance constantly in the capacitive operating 
mode, the series resonance frequency of the diode should in all circumstances 
remain clearly above the operating frequency range. In the series resonance 
condition, the reactive part of the impedance equals zero, and the resonant 
frequency can be solved from Equation (2.9) and written as 

 1 

(2.11) 
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Since the junction capacitance decreases as a function of the applied reverse bias, 
the criterion for the capacitive operating mode is met, provided that the fr 

exceeds the highest operating frequency at the zero bias level. 

In low-loss designs such as antenna applications, fcoff is usually much higher (> 
10/r) than the series resonance frequency fr of the packed diode, which means 
that in case the series resonance frequency requirement is fulfilled, the cut-off 
frequency requirement is also fulfilled. It must be emphasized that the cut-off 
frequency mainly defines the energy dissipation of the varactor, while the fr 

defines the frequency above which the operation of the varactor becomes 
inductive due to the effect of the package inductance. 

In mobile phone applications the temperature of the environment can vary 
within a rather large range. This can have a significant effect on the properties of 
the varactor-based tuning circuit, because the capacitance of the diode tends to 
increase as the temperature increases. The capacitance of a hyperabrupt diode is 
more sensitive to temperature in comparison to the abrupt diode. 

3. Measurement analysis 

3.1 Brief theory of the quality factor analysis 

Small antennas are always resonators. The quality factor Q of a resonator 
describes its ability to store electromagnetic energy and is defined as 

w 

0 = 2^-, (3.1) 
ri 

where W describes the stored energy and Pi is the loss power. 

The total loss power of a resonator circuit is divided into two parts, depending on 
the source of the loss [6]. One of these parts represents the internal losses of the 
resonator (Qu) and the other part takes into account the effects caused by the 
external loading (Qe). The total power loss (ß,) of the resonator is expressed by 

1       1        1 

ä=ä+ä' (32> 
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The internal losses takes into account the dielectric, conductor and radiation 
losses and thus the unloaded quality factor can be written by using the respective 
ö-values in the following way: 

1111 

ä=ä+ä+ä' (33) 

In practice, Qi is determined from the reflection coefficient measurements by the 
ratio between the resonant frequency fr and the corresponding half-power 
bandwidth BhP [6] 

asf (3-4) 
B

hP 

The half-power bandwidth is determined according to the frequency points in 
which the power reflection coefficient is 

12   l+k |2 
nun 

The unloaded quality factor can be calculated from Qi and the reflection 
coefficient at the resonant frequency p(fr) according to [6] by 

6-=      I    '    I» (3-6) 
l±|/>(/r)| 

in which the plus sign is used in the undercoupled case and the minus sign in the 
overcoupled case. 

By assuming the external losses equal for both the original and tuned antenna 
structures the differencies in the measured loaded quality factors between these 
two implementations can be regarded as a consequence of the tuning circuit 
losses. Based on the previous assumption the unloaded Q for the tuned structure 
can be written as 

1 111111 
+ —- = — + — + — + -—, (3.7) 

*£ uluned *£ uorig x*$w *£r *£d *£ c z^s 
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where QMuned is the unloaded Q-factor of the tuned resonator, Quorig is the 
unloaded Q-factor of the original resonator and Qsw is the switch quality factor 
taking into account the losses induced by the tuning circuitry. 

3.2 Measurement of the radiation efficiency by the Wheeler method 

The radiation efficiency r|r of an antenna describes the ratio between the total 
radiated power Pr and the total input power Pin. Due to the inverse 
proportionality between the particular resonator loss and the quality factor the 
calculation of the radiation efficiency can be based also on the g-values. 

^=T = 7T' (3-8) 
in *£r 

In the Wheeler method, the g-value of the electrically small antenna is measured 
both in the free space and in the situation where the antenna is placed under a 
radiation shield . The effect of the shield is to remove that part of the power that 
is radiated without changing the current distribution in the antenna, leaving thus 
the losses inside the antenna the same [7]. In other words, in the free space the 
resonator losses are formed by the sum of the radiation resistance Rs and loss 
resistance Rt whereas in the conductive shield the only loss is assumed to be 
caused by the /?/ term. By defining now the unloaded quality factors in both 
circumstances the radiation efficiency can be calculated by the following 
equation 

Tlr=1"ö~=~ß~~' (39) 

where Qu is the unloaded quality factor in the free space and Qw the corres- 
ponding quality factor with the radiation shield. 

By comparing now the Equations (3.7) and (3.8) the radiation quality factor can 
be solved from 
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4. Practical implementations and results 

4.1 Capacitively loaded short circuit 

The properties of the capacitively loaded short circuit, shown in Figure 2b, were 
studied both in 900 MHz and 1800 MHz bands. The main reason for choosing 
the capacitive loading instead of the inductively loaded short circuit structure, 
illustrated in Figure 2a, was partly the required number of components and partly 
the current consumption of the switching device. The bandwidth targets were 
chosen either according to the E-GSM900 or the GSM 1800 system. In the E- 
GSM, the frequency band requirement for the downlink is 880 - 915 MHz and 
for the uplink 925-960 MHz. Corresponding bands for the GSM1800 are 1710 - 
1780 MHz and 1805 - 1880 MHz. The aim was to cover the frequency bands of 
these systems by PIN diode solutions, and then to compare the radiation 
properties of these implementations to other antenna solutions. Both 
implementations were based on the PIFA structure illustrated in Figure 7. The 
location of the short-circuit on the PCB was constant despite the frequency band. 

Figure 7.   Structure of the prototype PIFAs. 

The basic idea of the capacitive loading is to influence the original resonance 
properties of the antenna by changing the inductivity of the antenna short-circuit. 
During these implementations, the capacitive loading was placed in series with 
the short-circuit. The series capacitive load reduces the inductance of the short- 
circuit, inducing an increase in the antenna resonance frequency. Since in the 
mobile phone systems the transmitting (Tx) band is usually located at lower 
frequencies than the receiving (Rx) band, capacitive loading of this type is usable 
only when the original resonance of the antenna is < Tx centre frequency. 
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4.1.1 Implementation by a PIN Diode 

The aim of this implementation is to find a switching solution that only tunes the 
resonance properties of the antenna between the Tx and the Rx bands. Since the 
switching from "off to "on" by the PIN diode requires a some sort of dc-biasing 
current, the first requirement for the implementation is that the uplink (Tx) 
operation should be achieved in the on-state and the downlink (Rx) operation in 
the off-state. Another requirement concerns the impedance bandwidth properties 
of the original antenna. The bandwidth of the original antenna should cover at 
least the Rx band. The broader is the original antenna bandwidth, the smaller is 
the change required in the inductance of the short-circuit, and thus also in the 
capacitive loading. 

The switching performance is attained by a PIN diode D,. The short-circuit of the 
antenna is connected by a chip capacitor Cj directly to the ground, whereas 
another ground connection is executed by the PIN diode and chip capacitor C2. 
The Rx resonance frequency depends mainly on the value of Cj (the PIN diode 
switched off) and the Tx-resonance on the total capacitance defined by the 
parallel connection of C, ,C2 and the forward-biased PIN diode. The 
configurations of the switching circuit and the corresponding pad layout are 
shown in Figure 8. 

Ant. short pad 

o—/YYV 

'J,biasm 

VA 

c, 

Figure 8. Switching circuit and the corresponding pad layout. 

The frequency change between the on-state and the off-state depends on the C2 

ICi -ratio. The higher the ratio is, the larger is also the change in the antenna 
resonances between the on- and off- states. The required capacitance ratio is 
defined according to Rx (off) and Tx (on) requirements. Due to the inductance of 
the PIN diode package, the C2 has to be chosen so that the PIN diode -switched 
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connection remains capacitive within the operating frequency range. If C2 
exceeds this particular value, the PIN diode -switched connection becomes 
inductive and the switching effect is just opposite to what is desired, since now 
the switching circuit is more capacitive in the on-state than in the off-state, that 
is, the on-state corresponds to Rx. 

The 900 MHz implementation was based on the 760 MHz PIFA with the 
following dimensions: h- 5 mm, // = 30 mm, /? = 65 mm and w = 4 mm. The 
1800 MHz implementation was based on the 1600 MHz PIFA with the following 
dimensions: h = 5 mm, // = 20 mm, l2 = 30 mm and w = 4 mm. The measured 
reflection coefficients for both the conventional and the switched structures are 
shown in Figures 9. and 10. More detailed information on the resonance 
properties are given in Table 4.1. The component information for both 
implementations can be found in Table 4.2. 
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Figure 9. Measured reflection coefficients for the 900 MHz implementation. 

The radiation efficiency measurements are based on the Wheeler method 
introduced in Section 3.2. The radiation quality factor Qr is calculated according 
to Equation (3.10) and the antenna switch quality factor Qsw according to the 
changes in the unloaded quality factors in the Wheeler cap measurements. The 
antenna switch quality factor contains the losses of both the discrete components 
and the pad layout. (See e.g. Figure 8.) 
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Table 4.1 More detailed information on the resonant properties of the 900 MHz 
and 1800 MHz implementations. 

The 900 MHz implementation 
Resonance frequency fr [MHz] 
Bandwidth BW(Lretn = 6 dB) [MHz] 
Antenna switch quality factor Qsw 

Radiation efficiency (Wheeler) r\r [%] 
Radiation quality factor Qr 

The 1800 MHz implementation 
Resonance frequency fr [MHz] 
Bandwidth BW (Lmn = 6 dB) [MHz] 
Antenna switch quality factor Qsw 

Radiation efficiency (Wheeler) t|r [%] 
Radiation quality factor Qr  

Orig. 
760 
12 

82 
102.4 
Orig. 
1575 
60 

93 
31.7 

ON-state 
899 
30 

126.9 
70 

42.7 
ON-state 

1745 
85 

106.5 
69 
38.7 

OFF-state 
946 
20 

209.3 
73 
52.4 

OFF-state 
1840 
84 
174.8 
80 
31.1 

As seen in Figure 9., the measured bandwidth (Lretn = 6dB) of the original 760 
MHz PIFA was only about 12 MHz. This means that the antenna fails to have the 
bandwidth properties required of the antenna itself. The bandwidth of the original 
antenna should be over 35 MHz before the E-GSM band can be covered by the 
aid of a PIN diode. In the 1800 MHz implementation, the bandwidth of the 
original antenna was also insufficient, since theGSM1800 system requirement for 
both the Tx and Rx is 75 MHz. In the switched versions, however, the impedance 
bandwidth requirements were nearly fulfilled, partly because of the slightly 
higher frequencies and partly because of the losses of the switching circuit. 

6dB 

Frequency [GHz] 

Figure 10. Measured reflection coefficients for the 1800 MHz. 
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Table 4.2 Component information. 

PIN diode: 
- package inductance Lp 

- package capacitance Cp 

- junction capacitance C, 
- junction resistance /?, (Idc=lOmA) 

Siemens BAR 64 
1.4 nH 
0.08 pF 
0.45 pF 
2.1 Q 

Switching current /^(off) / /^(on) 
Capacitors Cj / C2'. 
- 900 MHz implementation 
-1800 MHz implementation 

0 /10 mA 

8.2pF/5.6pF 
2.2pF/1.2pF 

The same switching effect can be obtained by several capacitance ratios C2 /Cj. 
During the implementation process, the main problem was how to achieve a 
good radiation efficiency in the on-state. In the various implementations carried 
out during this work, the radiation efficiency of the antenna, according to both 
the Wheeler method and the radiation measurements, seemed to increase when 
the resonance of the original antenna was lowered. The restricting factor on the 
E-GSM implementation was found to be the series inductance formed with the 
PIN diode package inductance Lp and the capacitance C2. The lower original 
antenna resonance made it possible to use smaller capacitance values which 
induced an increase in the series resonance frequency of the PIN diode and C2 
connection. For instance, in the first phase the E-GSM operation was executed by 
a 850 MHz PIFA (1 2 = 58 mm). The Tx-operation was achieved by a 
capacitance C2 = 12 pF, giving only a 20% radiation efficiency for the on-state. 
The off-state was executed by Cj = 6.8 pF, giving a radiation efficiency of 60%. 
Due to the weaker radiation efficiency properties, the original antenna resonance 
was lowered to 760 MHz by increasing the l2 to 65 mm. Consequently, the Tx- 
operation could be achieved by a smaller on-capacitance value C2 = 8.2 pF, 
which increased the series resonance of the PIN diode and the C2 connection 
from 1030 MHz to 1240 MHz. By this change, the radiation efficiency of the Tx 
increased to 77 %. 

4.2 CAPACITIVELY LOADED OPEN END 

The following implementations concern the capacitive loading of the open-end of 
a completely short-circuited PIFA. The dimensions of the original 1.85 GHz 
PIFA are: w = lj =25 mm, h = 36 mm and h = 5 mm. The capacitive loading is 
executed by using either the capacitor plate structure introduced in Section 1 or 
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alternatively an inductive post connection between the radiating edge and the 
floated ground. The sketches of both structures are shown in Figure 11. 

Dielectric 
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Radiating edge 

Ground plane 
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PCB pad- 

*C*i 
A 

V ■ ■ zd 

▼ ■ 

• "-   Zd — 

a) b) 
Figure 11. Capacitive loading of the open end a) by a capacitor plate and b) by a 
post connection. 

The connection between the PCB pad and the ground is controlled either by a 
PIN diode -switched capacitance or a varactor. The equivalent circuit for the 
whole connection is given in Figure 12. The Zam describes the impedance 
between the radiating edge (7) and the PCB pad having a plate capacitance Cpad.. 
The impedance of the switching or tuning circuit is included in the impedance Zd. 
The upper PCB surface, enclosing the PCB pad, was only grounded from the 
"lep" edges and not from the "wcp" edges, which may induce an additional 
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coupling between the pad and the ground surface. The coupling is modelled by a 
series capacitance Cs and a series inductance Ls. 

L. 

C, 
Hr 

1 

c '"pad-*- 1ST 
Figure 12. Model for the capacitively loaded open-end. 

The effect of the switching or tuning capacitance on the antenna resonance 
properties mainly depends on the ratio between the Cpad and the capacitive 
reactance of Zd . In the switched case, the change in the antenna resonance 
properties between the on-state and the off-state mainly depends on the value of 
the capacitive reactance of Zd- The lower the capacitive reactance of Zd is, the 
larger becomes the shift in the resonances. In the varactor- tuned case, the 
obtainable tuning depends both on the varactor zero bias capacitance and on its 
capacitance ratio. The lowest obtainable resonance is defined by the varactor 
zero bias capacitance, and the highest resonance by the available dc-biasing 
voltage. 

4.2.1 PIN Diode -Switched Parallel Plate Capacitor 

The aim of the following implementation was to achieve the same switching 
effect on E-GSM as was achieved in Section 4.1.1. The dimensions of the air- 
filled capacitor plate structure were lcp = 5 mm, wcp = 25 mm and dcp = 0.5 mm, 
corresponding to a capacitance of 2.2 pF. The dimensions of the antenna open- 
end pad were equal to the capacitor plate structure. According to the dimensions 
of the original 1.85GHz PIFA, the Rx-operation requires an open-end 
capacitance of 2.4pF. In the Tx, the requirement is 2.7 pF, which means that the 
needed change is only about 0.3 pF. In order to achieve such a small difference 
between the on- and off-states the value of the switched capacitance should be 
about the same order as the value of the pad capacitance Cpad ■ 
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The switching is based on a PIN diode similar to the one used in the previous 
short-circuit implementations. The configuration of the switching circuit is 
shown in Figure 13. The switching to Tx is executed by capacitance C,= \2 pF. 
The measured reflection coefficients are shown in Figure 14., and the more 
detailed numerical information is given in Table 4.3. 

Ant. open end pad 
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L^        ± c, 

{'bias—*- \7D> 

Figure 13. Circuit configuration for the PIN diode (BAR64) -switched capacitor 
structure. 
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Figure 14. Measured reflection coefficients for the PIN diode (BAR-64)-switched 

parallel plate capacitor structure (feeding distance lf= 8 mm) 
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Table 4.3 More detailed information about the resonance properties of the PIN 

diode switched capacitor plate structure. 

Orig. ON-state OFF-state 
Resonance frequency fr [MHz] 985 903 938 
Bandwidth BW(Lretn = 6 dB) [MHz] 48 27 32 
Radiation efficiency (Wheeler) r\T [%] 70 39 51 
Radiation quality factor Qr 39.6 113.8 71.9 

4.2.2 Varactor Tuned Parallel Plate Capacitor 

The basic behaviour of the varactor-tuned parallel plate capacitor is similar to the 
previous implementation. The aim is to cover the whole E-GSM band by shifting 
the antenna resonance continuously between 880 MHz and 960 MHz, with the 
maximum available dc-voltage, 3 V. Due to the basic behaviour of the varactor 
capacitance, the corresponding state for the on-switched PIN diode is now 
defined by the varactor zero bias capacitance. According to the manufacturer's 
datasheets [8], the zero bias capacitance of the SMV1234 varactor is about 10 
pF. If it is assumed that the effect of the package parasitics and biasing circuits is 
similar both for the previous PIN diode implementation and the corresponding 
varactor tuning circuit structure illustrated in Figure 15., it can be seen quite 
easily that C/ equates the zero bias capacitance of the used varactor. 

Ant. open-end pad 
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Figure 15. Varactor tuning circuit for the open-end. 

Because of the higher capacitance the resonant frequency of the previous 
capacitor plate loaded PIFA decreases lower than the E-GSM Tx-band. Since the 
aim was to achieve the 880 MHz resonance by the zero bias operation, the 
capacitance of the antenna capacitor plate was slightly reduced by narrowing the 
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dimension lcp from the original 5 mm to 3.5 mm, decreasing the parallel plate 
capacitance to a value of 1.6 pF. 

The measured reflection coefficients for the bias voltages of 0 V - 6 V are 
shown in Figure 16. The voltage range has been doubled from 3 V only to prove 
that the tunability, when related to the obtained matching levels, is not nearly as 
sensitive to the capacitance change as was the situation in the short-end tuned 
cases. According to this implementation, the E-GSM frequency range could be 
covered by a DC-voltage range of 0 V - 2 V. As the reverse bias increases, the 
resonance approaches the previously measured Zd= 0 resonance (the expression 
"Orig.") and the tuning effect, when compared to the applied dc-voltage becomes 
narrower. 

0 r—=^ 

-6 ' 

-^.    ■""■—-^-v^:     — 

Y        Y\  x\    ///          / 

-12 : \ h \i\i\n/f\f 
sä" 
H. -18 .:  

"   -24 1.— 

-30  -":   -      - 

w 

ov 
;i                   4V   ;[         :                  ] 

-36 : 
'                 5V 

0.8 0.9 l.o               l.i              i.: 

Frequency [GHz] 

Figure 16. Measured reflection coefficients for the varactor (Alpha SMV1234-011) 

-tuned 1.85 GHz PIFA loaded with a parallel plate capacitor structure (feeding 
distance lf= 12 mm). 

Table 4.4 More detailed information on the resonant properties of the previous 

varactor-tuned PIFA 

Orig. OV IV 3V 
Resonance frequency fr [MHz] 1 135 881 937 1020 
Bandwidth BW(Lretn = 6 dB) [MHz] 50 32 34 40 
Antenna switch quality factor Qsw - 60.0 96.7 134.4 
Radiation efficiency (Wheeler) nr[%] 76 19 40 50 
Radiation quality factor Qr 39.6 176.3 82 65.2 
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4.2.3 Varactor Tuned Post Connection 

The only difference between the following implementation and the previously 
shown varactor-tuned capacitor plate structure can be detected in the connection 
between the radiating edge and the PCB. The loading effect is achieved by 
replacing the capacitor plate structure by a single post connection, placed in the 
centre of the radiating edge, as shown previously in Figure 1 Lb. Due to the post 
connection a dc-block capacitance Qc has been added between the varactor 
(SMV1234) and the open-end pad, as illustrated in Figure 17. It must be 
emphazised that the connection between the PCB pad and the radiating edge is 
no more capacitive but inductive. The capacitive operation is achieved by 
choosing an adequately small value for the Cdc- In the first phase, the Qc was 1 
pF, which provided a tuning from 1 120 MHz to 1 200 MHz with a 0 - 3V bias. 
Since the aim was to achieve tuning of E-GSM, the Qc was increased to 2.2 pF, 
which dropped the zero bias resonance to 875 MHz. As a consequence, the 
whole E-GSM band could be covered by a 1.5 V bias. The measured reflection 
coefficients, both for the tuned structure and the original antenna, containing the 
post connection between the radiating edge and the open-end pad, are shown in 
Figure 18. If compared to the results of the corresponding capacitor plate-loaded 
PIFA in Table 4.4, the post structure seems to offer similar tuning properties with 
a slightly better radiation efficiency. 
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Figure 17. The circuit configuration for the varactor-tuned post connection. 
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Table 4.5 More detailed information on the resonant properties. 

Resonance frequency fr [MHz] 
Bandwidth BW(Lretn = 6 dB) [MHz] 
Antenna switch quality factor Qsw 

Radiation efficiency (Wheeler) T\T[%] 

Radiation quality factor Qr  

Orig. ov IV 2V 
1550 880 937 970 
97 33 38 40 
- 80.9 101.2 107.8 
89 41 48 55 

21.1 78.8 68.5 53.6 
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Figure 18. Measured reflection coefficients for the varactor (Alpha SMV1234-011) 

-tuned 1.85 GHz PIFA with a post connection (feeding distance lf = 10 mm). 
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4.3 Radiation pattern measurement results 

The measurements for the radiation pattern were conducted in an anechoic 
chamber. The measurements were conducted on the same biasing levels, i.e., at 
the same resonant frequencies as in Table 5.1. Due to the uncertainties in the 
absolute power levels, the measurements were analyzed merely by comparing 
the changes between the average power levels of both the E- and the H-planes 
between the tuned and the original antennas. According to several consecutive 
measurements with the same test structure, the variations in measured average 
radiated power levels were about ± 1 dB. The uncertainties are mainly caused by 
the variations of the field in the anechoic chamber and by the differencies in the 
antenna set-up from one measurement to another. The uncertainty of the 
measurements also depends on the properties of the reference horn and the 
measurement cables. Another factor that may increase the uncertainty is the 
implementation of the dc-biasing for the tuned antenna structure. During these 
measurements, the biasing of the tuning circuit was executed by mounting an 
approximately 1-meter long cable between the antenna switch pad on the rotation 
table and the dc-voltage source on the chamber floor. The uncertainties caused 
both by the feeding and biasing cables were minimized by assembling ferrites 
around these cables. 

Although the determination of radiation efficiency from the radiation pattern 
actually requires 3D measurements, the measured average radiated powers of 
both the copolarized E- and H-planes were compared to the Wheeler method 
-based radiation efficiency calculations. The aim of this test was simply to find 
out if there was any correlation between these two different measurements. The 
comparison was made solely with the short-end tuned prototypes. The average 
radiated power of the tuned antenna was normalised in relation to the original 
antenna. The results of this analysis are shown in Table 4.6. 

According to Table 4.6, the correspondence between the E- and H-plane 
radiation properties and the Wheeler method -based radiation efficiency 
calculations seems to be quite satisfactory for the GSM 1800 implementation, 
but, on the E-GSM, the difference between these two values is likely to increase 
especially on the H-plane. 
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Table 4.6 Comparison between the measured E- and H-plane average radiation 

powers and the Wheeler method -based radiation efficiency of the short-circuit 
tuned prototypes. 

E-plane (copolar) H-plane (copolar) 
State: Avg. [dB]   Avg. [mag] Avg. [dB]     Avg. [magi Wheeler 

E-GSM implementation by a PIN diode; / Table 4.1 
Original 0.0 1.00 0.0 1.00 0.82 
OFF -1.0 0.79 1.6 1.45 0.73 
ON -0.8 0.83 0.9 1.23 0.70 

GSM 1800 implementation by a PIN diode / Table 4 1 
Original 0.0 1.00 0.0 1.00 0.93 
OFF -1.4 0.72 -1.3 0.74 0.80 
ON -1.6 0.69 -1.7 0.68 0.69 

4.3.1 Tuning and its effects to the crosspolarization levels 

The loading of the resonator antenna by a switching or tuning component also 
has an influence on the crosspolarization levels. According to [9], the predicted 
increase in the crosspolarization level, when the patch is loaded, can be attributed 
to two mechanisms: the physical positioning and the loading effect of the diode. 
The positioning of the diode induces discontinuities to the current distribution of 
the original antenna. In [9], the level of crosspolarization was found to increase 
when the varactor diode was located nearer the radiating edge. The loading effect 
is related to the current consumption of the diode. The higher the current 
consumption of the diode is, the greater will also be the increase in the 
crosspolarization levels. However, the prototypes of this thesis are based on 
PIFA structures of different kinds, and therefore no reliable comparison can be 
made between the crosspolarization levels between different loading positions. 
The crosspolarization levels can only be compared between the loaded and the 
original antennas as a function of the applied bias. The changes in the 
crosspolarization levels were analyzed by comparing the average radiation 
powers between the copolarized and the crosspolarized radiation patterns. The 
crosspolarization levels were found to increase simultaneously with the increased 
loading effect of the tuning circuit. 
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5. Conclusions 

The impedance bandwidth was enhanced by shifting the antenna resonance 
capacitively either by using a PIN diode switch or, continuously, by a varactor 
diode. The impedance bandwidth requirements were achieved with all 
prototypes, i.e., the available biasing ( PIN diode: Ijc< 10 mA, varactor: Vdc < 
3V) was not a limiting factor during these implementations. Instead, the most 
constricting factor on the achievable impedance bandwidth of the short-circuit 
tuned prototypes was the positioning of the probe feed. It must be emphasized 
that the PIN diode switched versions of the studied antennas did not fulfill the 
bandwidth requirements for Tx- and Rx-bands. Two prototype antennas 
concentrating on the short-circuit tuning in the E-GSM and the GSM 1800 system 
were presented. The achieved radiation efficiency on Tx-band of the E-GSM PIN 
diode implementation was about 70%. By comparing the changes in the required 
antenna switching quality factors it can be seen that the required Q-values in the 
E-GSM implementations are higher than those in the corresponding GSM 1800 
designs. Based on this , the losses are likely to increase simultaneously when 
the operation frequency increases. 

Series resonance behaviour was found to be the restricting factor in obtaining a 
good on-state radiation efficiency in the PIN diode implementation. Based on the 
difficulties in the E-GSM & PIN diode design, at least some rule of thumb in 
the designing might be to implement the tuning circuit in such a way that these 
kinds of additional series resonances would not occur near the desired operating 
frequency range. 

It must be emphasized that the capacitive series loading is not a proper solution 
from the point of view of antenna miniaturization, since the original antenna is 
required to resonate even at lower frequencies than the desired operation band. 
A more advisable technique, in the antenna miniaturization point of view, would 
be the use of a series inductive loading. At least in theory, an operation similar 
to the series capacitive loading, but in the inductive form, could be achieved, for 
instance, by replacing the capacitance C] in the PIN diode based implementation 
(see Figure 8.) by an inductance. 

The second part of the experimental investigations concentrated on the capacitive 
tuning on the open-end of a completely short-circuited 1.85 GHz PBFA. The aim 
was to achieve the E-GSM operation by placing a capacitively tuned load on the 
open-end. The first observation conserning all the open-end tuned prototypes was 
that the matching was not as sensitive to the changes in the loading capacitance 
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as it had been in the short-circuit tuned cases. For instance, the resonant 
frequency of the varactor-tuned capacitor plate implementation could be shifted 
from about 880 MHz to 1 080 MHz without causing any significant effects on 
the matching of Lretn - 20 dB. The E-GSM operation, for instance, was achieved 
already by a 1.5 V bias. From the radiation point of view, however, the results 
turned out to be less promising. Whereas the assumption before these practical 
implementations, based on several results reported in the literature, was that the 
radiation efficiency on the open-end tuned implementation should be 
considerably higher than in the short-circuit tuned case, it was impossible to 
make a similar conclusion on the basis of the practical measurements. Despite 
the used tuning technique, the radiation efficiency remained below 50% and was 
in some circumstances even lower than in the corresponding short-circuit design. 

However the weaker radiation properties of the open-end tuned prototypes 
cannot be explained by the tuning losses alone. A more reasonable or actually a 
self-evident explanation for such a weak radiation efficiency of the open-end 
tuned prototypes is the antenna miniaturization. 

In addition to the radiation efficiency measurements based on the Wheeler 
method and conducted during the prototype implementation process, the 
radiation properties of each prototype were measured in an anechoic chamber. 
The purpose of these radiation measurements was, first of all, to compare the 
results to the radiation efficiency measurements of the Wheeler method and, 
secondly, to detect the changes induced by the tuning on the crosspolarization 
levels of the original antenna. Although the measured radiation properties were 
analyzed only by comparing the average radiation power levels of E- and H- 
planes between the original and the tuned antenna structures, there seemed to be 
a quite good correlation between the measured average radiation powers and the 
Wheeler method based radiation efficiency, especially in the E-plane. 

•An important factor which also significantly influences the selection of different 
switching or tuning devices is their distortion properties. It must be pointed out 
that in the mobile phone applications, distortion is one of the main factors which 
may restrict the usage of such switching or tuning circuitry. Therefore, the 
distortion properties should equally be analyzed with such the other properties as 
the impedance bandwidth and the radiation characteristics. Naturally, it can be 
suggested without any practical distortion tests that the distortion produced, for 
instance, by a varactor is higher than the distortion produced by a PIN diode. 
However, the distortion is also dependent on several other factors, such as the 
circuit design and the component selection. 
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Abstract: Adaptive antenna systems represent an area in which considerable 
development efforts and field trials are being conducted to increase capacity 
in mobile communication networks. Ericsson has developed array antennas 
for use in the 900,1800 and 1900 MHz frequency bands. With the use of an 
efficient grid of microstrip patch elements connected to beam-forming Butler 
matrices these antennas yield high antenna gain and excellent spatial 
efficiency. In this paper design considerations and solutions for these array 
antennas are presented together with measured results. 

1.   Introduction 

The continuing growth in the number of mobile communication users leads many 
operators to an increasing need for larger capacity in their networks. Several 
options are available for them, such as more frequency spectrum, frequency- 
hopping techniques, microcell solutions and adaptive antenna systems. 

An example of more spectrum allocation is the introduction of frequency bands at 
1800 and 1900 MHz in addition to the 800 and 900 MHz bands that have been 
used for a longer time. Due to the larger path loss at higher frequencies, mobile 
communication networks at 1800 and 1900 MHz require more base-stations or 
higher levels of radiated power for the same coverage. The possibility of increased 
antenna gain through the use of array antennas is therefore of particular interest at 
these higher frequencies. As a result there exists both capacity and coverage 
arguments for introducing adaptive antenna systems into the mobile 
communication networks. 
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Given a limited frequency spectrum the alternative to adaptive antennas will be a 
denser network of base-station sites. A drawback of this kind of dense network is 
the cost involved in finding new locations for the antennas and base-station 
cabinets. Another aspect associated with adding numerous base-stations is the risk 
of being perceived as an aesthetic eyesore, due to the large quantities of associated 
antenna installations. Indeed, in many regions, the general public demand is for 
fewer installations. 

Ericsson has vast experience of array antenna products which, thanks to a superior 
design practice and the integration of antenna and electronic components, make 
attractive system solutions. Product examples found in commercial and defense 
applications include Maxite active antennas, the MINI-LINK family, Erieye 
airborne early-warning radar and Arthur artillery hunting radar. 

2.   Adaptive Antenna Configurations 
In order to evaluate the performance of adaptive antenna systems a number of 
field trial activities have been performed in GSM and TDMA (IS-136) systems. 
These trials have been performed in live networks together with Mannesmann 
Mobilfunk GmbH (GSM) and AT&T Wireless Services (TDMA) in order to 
evaluate the performance of the adaptive systems. The results show considerably 
increased capacity when using adaptive antenna systems [1,2]. 

It has also been shown that large increases in capacity can be achieved by only 
replacing a limited number of existing 
installations with adaptive systems 
[3,4]. In this way new site locations can 
be avoided. An example of an adaptive 
antenna installation at an existing site 
is shown in figure 1. 

The basic principle in the adaptive 
antennas is to use an array antenna with 
a horizontal extension that makes it 
possible to create narrow antenna 
beams in the azimuth plane. These 
narrow beams can be directed toward 
targeted mobile terminals and will 
reduce both uplink and downlink 
interference levels in the network, 
which will increase network capacity. 

Adaptive antenna 

Figure 1. Adaptive antenna installation at 
an existing site. 
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Using dual polarized antennas makes polarization diversity schemes possible and 
only a single antenna unit is needed in each direction from a base-station. This 
will help minimizing the installation and aesthetic problems at the sites. 

Scanning a narrow beam requires changing the phase front along the antenna 
elements, correspond to different angular beam directions. To avoid the need for 
phase requirements on feeder cables, it is an advantage to perform RF beam- 
forming within the antenna unit instead of having it done in the base-station 
cabinet. In the antenna phase coherence is easily achieved and no advanced 
calibration procedures need to take place. One example of a passive beam-forming 
network is the Butler matrix, which generates a set of simultaneous orthogonal 
beams from a single array antenna and minimizes beam-forming loss. A crossover 
gain drop between the orthogonal beams must be considered in the system design. 
Ideally, gain at the crossover point using a Butler matrix is 3.9 dB less than beam 
peak gain. 

3.  Array Antennas 

Two-dimensional antenna arrays for use in 
developed and manufactured by Ericsson 
frequency bands. The adaptive array 
antenna transmits and receives radio- 
frequency signals in directed narrow 
beams. Figure 2 shows a principal block 
diagram of an array composed of a dual- 
polarized multibeam antenna with four 
azimuth beams in each of two 
orthogonal polarizations. 

The orientation of the polarization is 
slant linear ±45°. Each column in the 
array has a vertical feed network that 
combines the power from dual polarized 
radiating elements into two ports. The 
Butler matrices do horizontal beam- 
forming and combine the radiating 
element signals to beam ports for each 
polarization, giving four beams with 
+45° and four beams with -45° 
polarization. 

adaptive antenna systems have been 
for the 900, 1800 and 1900 MHz 

♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ 
♦ ♦ 
♦ ♦ ♦ ♦ ♦ ♦ 

Array 
Antenna 

+45 
pol 

45° 
ol. 

Butler Matrix Butler Matrix 

Uli'    iiii 
Ports 

Figure 2. Block diagram of dual 
polarized, four column adaptive 
antenna. 

100 



The columns are spaced half a wavelength apart with radiating elements 
positioned in a triangular grid. The radiating elements are dual polarized aperture- 
coupled microstrip patches. As the same array antenna is used both to transmit and 
receive it must work over the entire system frequency band, which for the mobile 
communication systems considered here is in the order of 10%. 

To facilitate the required bandwidth a rather broadband design of aperture-coupled 
patches and feed networks is needed. For the microstrip patch design it involves 
locating the patches about 1/10 of a wavelength above the aperture ground plane. 
The dielectric between the patch and the ground plane is primarily air. In front of 
the antenna a radome is located to protect it from the environment 

The antennas described in this paper use Butler matrices to form horizontal 
beams. A Butler matrix has an equal number of antenna ports and beam ports. For 
each polarization, a separate Butler matrix is connected to the columns of 
microstrip patches. By interleaving the beams of both polarizations, where every 
other beam has opposite polarization, crossover depth between adjacent beams is 
significantly reduced. This can be seen in figure 3 where measured radiation 
patterns for a GSM 900 array are presented. A more detailed presentation of 
individual beams from an adaptive array antenna can be found in [5]. 
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Figure 3. Measured radiation pattern for a dual polarized array having eight 
interleaved beams. 
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4.  Element Grid 

In order to minimize feed network losses and coupling effects between radiating 
elements a sparse grid of elements is advantageous. On the other hand, grating 
lobes must be avoided for remained beam pattern control at all beam positions. 

Figure 4 shows an effective element 
pattern layout in which the radiating 
element positions have been optimized to 
avoid grating lobes even at the outermost 
beams. 

A corresponding beam space is illustrated 
Figure 5. The element spacing dx and dy 

must not be greater than 0.5 wavelengths 
along x- or y-axis to avoid generating 
grating lobes for any scan angle in one 
dimension. 

By using a triangular grid grating lobes 
only come close to the visible space for 
the outermost beam positions, where 
achieved gain is not as critical as for the 
center beams. 
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Figure 4. Radiating element layout 
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Figure 5. Beam space for array antenna. 
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5.   Sector Coverage Antenna 
In GSM as well as TDMA systems, base-stations must occasionally transmit a 
control channel simultaneously over the entire sector region. To satisfy this 
requirement, a separate sector antenna function has been introduced as part of the 

. .      adaptive antenna system. An effective solution uses 
an additional column of radiating elements next to 
the array antenna columns. For best results, the 
deviation between the sector antenna radiation 
pattern and the array antenna multibeam envelope 
must be as small as possible. 
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By putting the sector antenna next to the array 
antenna, as shown in figure 6, the two antennas are 
still in principle functionally separated, even if they 
are mechanically one unit with a common radome. 
The advantage of using one mechanical unit is the 
smaller aesthetic impact and the simpler installation 
procedure. For a proper behavior it is important to 
ensure that the mutual coupling effects between the 
two antennas does not distort the antenna patterns. Figure 6. Sector antenna 

adjacent to array antenna. 
The resulting measured pattern for a sector beam 

next to the GSM 900 array beams can be seen in figure 7. The relative level of the 
sector beam pattern has been adjusted for easier visual evaluation of similarity 
between the sector pattern and the array antenna envelope. 
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Figure 7. Sector antenna beam together with array beam patterns. 
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6.   Antenna Performance 

The antennas described in this paper, figure 8 showing one example, have high 
antenna gain and good spatial efficiency over a large frequency bandwidth. 

The large antenna gain achieved 
with these arrays can be exploited 
for better coverage in the mobile 
communication system, besides 
increased capacity. The amount of 
antenna gain offered for the tested 
antennas are shown in table 1. The 
increase in antenna gain can be 
exploited to offer greater coverage. 
As an example the gain of the GSM 
900 array, which is less than one 
meter high is comparable to that of 
a traditional, two-meter sector 
antenna. 

Return loss for one polarization in 
an array is presented in figure 9, 
where the bold line corresponds to 
the sector beam port while the other 
lines are array beam ports. 

Figure 8. Adaptive antenna array 

Table 1. Dimensions and measured antenna gain for different tested arrays. 

GSM 900 
GSM 1800 
TDM A 1900 

Frequency 
880 - 960 MHz 

1710-1880 MHz 
1850-1990 MHz 

: including sector antenna column 

Dimensions 
0.8 m x 0.9 m 
1.25 mx 0.5 m 

0.65 m x 0.44 m* 

Antenna Gain 
> 16.5 dBi 
> 22.0 dBi 
> 17.5 dBi 
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Figure 9. Return loss of one polarization side of an adaptive array antenna. Bold 
line corresponds to sector port and the other curves are array beam ports. 

7.  Future trends of base-station adaptive antennas 
Mobile communication base-station cabinets have traditionally been attached to 
passive antennas in a mast. To derive sufficient power radiation from these 
antennas, it has been necessary to use amplifiers with high output power and low- 
loss feeder cables. 

Although high-power amplifiers are relatively efficient, the overall power 
efficiency of a traditional base-station is low, since a lot of heat is generated at the 
base-station cabinets. Consequently, air conditioners must be installed, further 
reducing the total efficiency of the base-station. Moreover, even when low-loss 
feeder cables are used, a considerable amount of power is lost in transit to the 
antenna as well as in the antenna power-combining/power-distribution network. A 
future introduction of adaptive antennas, which employ distributed power 
amplifiers along the antenna array close to the radiating elements, can greatly 
improve overall power efficiency. 
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8.   Conclusions 

A way to achieve higher capacity is to use adaptive antenna systems. Ericsson and 
cooperating operators have tested such antenna systems in live GSM and TDMA 
networks, proving that adaptive antenna systems enable operators to increase the 
capacity of their mobile communication networks. 

The antennas used in these field trials are dual polarized two-dimensional array 
antennas with eight simultaneous beams. Beam-forming is performed with Butler 
matrices giving orthogonal beams. Interleaved beams of different polarizations 
reduce the cross-over depths and give high spatial efficiency. Loss is also reduced 
by the introduction of a sparse element grid. The high measured antenna gain in 
the described array antennas will also give large coverage from a compact antenna 
installation. 

The sector coverage beam needed in mobile communication systems is introduced 
as a separate column next to the array antenna located under the same radome. 
Simpler installation and better aesthetic impact are achieved with this solution. 
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Abstract: A circular coaxial Orthogonal Mode Junction (OMJ), comprising a 
circular coaxial waveguide and four side-coupled rectangular waveguides, is 
proposed as a basic structure for separating multiple bands from a wideband 
dielectric cone-loaded feed horn. The proposed OMJ diplexer is analysed 
using the Boundary-Contour Mode-Matching (BCMM) method in 
conjunction with the mode-matching method and verified using the finite- 
element method. The possibility of incorporating the ridges and T-septa in 
the OMJ diplexer's inner conductor to enhance its bandwidth is also 
discussed. Further, the paper presents some interesting results for a coaxial 
waveguide with two ridges and two T-septa placed in its inner conductor. 

1. Introduction 

The dielectric-cone-loaded, hybrid-mode feed horn has been shown to operate 
over very wide bandwidth [1] and found application in dual-band feed systems 
[2]. To fully exploit this type of feed for multi-band applications, some means of 
separating these multiple bands is necessary. To this end, the coaxial Orthogonal 
Mode Junction (OMJ) shown in Fig.l is proposed as a basic structure for 
separating multiple bands from the horn. The coaxial OMJ, comprising a coaxial 
waveguide with four side-coupled rectangular waveguides, couples the incoming 
dual-polarised signals from the coaxial waveguide to four rectangular 
waveguides. These dual-polarised signals from the opposite pairs of rectangular 
waveguides are later re-combined in a circular waveguide using a circular OMJ 
(without the core). The desired dual-polarised signals in the circular waveguide 
can then be easily extracted by using an orthogonal mode transducer, as shown in 
Fig. 2. By a series of such coaxial OMJ structures, a number of bands can be 
separated from the horn. Furthermore, the highest band can propagate in the inner 
circular waveguide that makes up the core of the coaxial waveguide. 
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To date, coaxial OMJ structures of the type shown in Fig. 1 have largely been 
designed experimentally as the theoretical analysis of such as structure is a 
formidable problem. However, experimental design alone is not only extremely 
time consuming but also a difficult means of fully exploring all the design 
possibilities. To both shorten the design cycle and to maximise the bandwidth 
potential of the structure, a rigorous theoretical method capable for computer 
optimisation is outlined in section 2 of this paper. 

The previous analysis has shown that the bandwidth of a circular coaxial 
waveguide can be significantly enhanced by incorporated with four ridges or four 
T-septa in its inner conductor [3,4]. This indicates that the bandwidth of the 
proposed OMJ diplexer would also be increased by incorporated with ridges and 
T-septa in its inner conductor. 

As an extension, this paper also presents a new structure, a coaxial waveguide 
with two ridges and two T-septa symmetrically placed in its inner conductor The 
new asymmetric structure is proposed for the applications that require 
significantly broader bandwidth in one channel. Section 4 and 5 will present the 
formulation and numerical analysis results for this asymmetric structure. 

2. Formulation for Coaxial OMJ 

The coaxial OMJ structure to be analysed is shown in Fig. 1, where the 
orthogonal polarised incoming waves are coupled to the corresponding pair of 
rectangular waveguides. The influence of the opposite pair of waveguides can be 
ignored if the narrow dimension of the rectangular waveguide is small comparing 
with the diameter of the coaxial waveguide's outer surface. Therefore, we only 
need to analyse the junction of a coaxial waveguide with two side-coupled 
rectangular waveguides. 

Similar to the resonator method [5] used in analysing the T-junction structure, the 
coaxial OMJ is decomposed into four short-circuited waveguides that form a 
resonator region V, as shown in Fig. 3. As the structure is symmetric with respect 
to the x axis, only half of it needs to be considered, as illustrated in Fig. 4. The 
Hertzian potential for TE and TM modes in region I to V are defined as follows 

Region I and II: 
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(1.4) 

The negative sign in the propagation elements in equations (1.1) to (1.4) represent 
the potential in region I and III. The positive sign represent those in region II and 
IV. J and  Y are the Bessel  and Neumann functions, respectively;   A^.   is 

normalisation factor; Ftj and B;j are forward and backward wave coefficients, 

respectively. 

109 



Region V is a resonator and its potential for TE and TM modes are given as: 
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where 

teJ2=ffl2w-(t3^)2       a3 = i>2>3, ; 

teJ2=fflVo-(rf (7,3 = J.2,3, ; 

Matching the tangential fields at the corresponding apertures gives 16 equations. 
As the equations for describing the fields in the short-circuited waveguides m and 
IV is not satisfy the boundary condition at the outer conductor surfaces, a 
boundary-contour integration is taken to force them to satisfy the boundary 
conditions. This combination of a boundary-contour integration with mode 
matching at the moon shape, as shown in Fig. 4, is known as the boundary- 
contour mode-matching method [6-8]. The 16 equations are further reduced to 8 
equations after eliminating the unknown coefficients related to region V. The 
remaining equations are associated with the forward and backward coefficients in 
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regions I to IV. Re-arranging these eight equations yields a scattering matrix of 
the corresponding four-port block discontinuity directly. 

The scattering matrix of the matching irises can be easily obtained by using the 
mode-matching method [9]. The performance of the entire OMJ structure with 
matching irises and transition steps can then be obtained by cascading the 
matrices obtained using the BCMM and mode-matching methods. 

The circular OMJ structure (without core) can obtained using the formulas given 
above by replacing fh and fe with a Bessel function. 

3. Numerical Results for Coaxial OMJ 

The convergence of the BCMM method has been examined. Good convergence 
was observed when the number of modes is equal to or greater than 5x5 TE + 5x5 
TM. All the subsequent results were obtained using 5x5 TE + 5x5 TM. The 
results for the coaxial OMJ structure with matching irises and transition steps 
obtained using the BCMM and mode-matching method are tabulated in Table 1, 
and compared with those obtained using the finite-element method [10]. The table 
shows a good agreement between these results. 

The proposed method is significantly faster than the finite-element method. It 
enables us to design an OMJ structure by using computer optimisation. Fig. 5 
shows the results for the design of a coaxial OMJ structure. Its good return loss in 
the desired band was obtained by computer optimisation. Fig. 6 illustrates one 
more example of OMJ diplexer design. Both coaxial OMJ and circular OMJ (used 
for re-combining the signals from four rectangular waveguides to a circular 
waveguide) have good return loss after the optimisation. A pair of coaxial and 
circular OMJ structures makes up a complete diplexer for diplexing signals from 
the dielectric-cone-loaded horn. 

4. Formulation for Coaxial Waveguide with Ridges and T-septa 

The circular coaxial waveguide with four ridges or four T-septa symmetrically 
placed in the inner conductor is shown in Fig. 7(a) and 7(b). The detailed 
formulation for analysing the cutoff and bandwidth characteristics of these 
structures can be found in [3,4]. The newly proposed combined ridge and T- 
septum waveguide structure is shown in Fig. 7(c). As the structure is symmetric 
with respect to the x and y axes, only one quarter of it is needed for analysis, as 
shown in Figure 7(d). This quarter is divided into three regions, as shown in the 

111 



same figure. The Hertzian potential for the modes with respect to the z axis can be 
expressed as follows: 

M 

K = £ 4* fL,Vl {k,p)cos[{nm/<p2 X</> - a3)] (2.1) 
m=0 

N 

< = E fc/i, (KP)+BnfX (*,P)]COS[(H^M h - ^)]        (2.2) 

< =tcMUKp)\C°%p-^\ (2.3) 
where 

fLl9l (KP) = J'm*/Pl MW (k,p)-Jm^2 (k,p)Y'mnl(p2 (kta) 

C« M = J„,« (KP), fZ% (KP) = Y„,« (KP) 
f"U M=J2P-i (M)v. (Kp)-J2p-i {k,p)sr1H M. 

The cos and sin functions within the curly bracket represent electric and magnetic 
symmetry with respect to the y axis, respectively, J and Y are Bessel functions of 
the first and second kinds, Am, Bn and Cp are the unknown amplitude 

coefficients, and kt is the transverse wavenumber with respect to the z axis. 

The H and E fields in each region can be derived from these potential. Matching 
the tangential fields over the common apertures, and taking the inner products 
with appropriate basic functions gives a matrix equation. The eigenvalues k, can 
be obtained by finding the roots of this matrix equation. 

5. Numerical Results for Coaxial Waveguide with Ridges and T-septa 

Using the formulations given in section 4, we analyse the bandwidth 
characteristics of the combined ridged and T-septum coaxial waveguide structure, 
and compare with those of the T-septum only coaxial waveguide structures. Fig. 8 
shows the variation of bandwidth (Acll/Ac31) as a function <pu with (d-c)/d as a 
parameter. The figure shows that the bandwidth of the combined ridge and T- 
septum structure with polarisation in the direction of T-septum is significantly 
broader than that of the corresponding T-septum structure. Fig. 9 shows that the 
bandwidth of the structure with polarisation in the direction of T-septum reduces 
(ridge increases) with the increase in width (2a3) of the ridge. This indicates that 

the bandwidth of one polarisation can be transferred to the other by changing the 
width of the ridge. 
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The computational results obtained from the mode-matching method have been 
verified using the finite-element method [10]. As shown in Table 2, the agreement 
of the results obtained using these two methods is excellent. *& 

6. Conclusion 

A coaxial Orthogonal Mode Junction (OMJ) structure is proposed for separating 
multi-band signals from the dielectric-cone-loaded dual-band feed horn. The 
proposed structure is analysed using the boundary contour mode-matching and 
mode-matching method. The results obtained using these methods show a good 
agreement with those obtained using the finite-element method. The proposed 
method is significantly faster than the finite-element method, while allows the 
diplexer to be designed by computer optimisation. 

A circular coaxial waveguide with two T-septa and two ridges symmetrically 
placed in the inner conductor is proposed and analysed using the mode-matching 
method. The results show that the bandwidth of the proposed structure with 
electric field polarised in the direction of the T-septum is significantly broader 
than that of the corresponding structure with four T-septa symmetrically placed in 
the inner conductor. The improvement in the bandwidth of the new structure with 
the polarisation in the direction of T-septum is at the expense of the polarisation 
in the direction of ridge. Using this structure in the design of a dual-channel 
diplexer, the bandwidth of one channel can be transferred to the other, resulting in 
a significant improvement in the bandwidth of one channel. This interesting 
characteristic would be useful in some specified antenna applications. 

7. Future Works 

It has been shown that a circular coaxial OMJ can be used as a basic structure for 
separating multiple bands from a coaxial waveguide. However, it suffers from the 
limited bandwidth of the coaxial waveguide structure. The proposal of ridged and 
T-septum coaxial waveguide is aimed at enhancing the bandwidth of the coaxial 
waveguide structure. It was designed to couple the signals from the broadband 
horn to itself, as shown in Fig. 10. However, the launching of desired mode in the 
ridged or T-septum coaxial waveguide has to be relied on empirical method. This 
is not only time consuming, but also difficult to achieve the required 
specifications in many situations. 

Incorporation of ridges or T-septum into the coaxial OMJ's inner conductor 
would be a nature convergence of these two separated projects. As the bandwidth 
of the coaxial waveguide can be enhanced by incorporated with ridges or T-septa 
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in its inner conductor. We predict that the bandwidth of the coaxial OMJ would 
be increased by incorporated with ridges or T-septa in its inner conductor, as 
shown in Fig. 11. We are going to develop a numerical method for analysing this 
ridged or T-septum coaxial OMJ structure. The results will be reported when they 
are available. 
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Table 1 
Comparison of the normalised cutoff wavelength (\,l/d)of TEi i mode obtained 

using two different methods, c/d = 5/6, (b-c)/d = 1/30, or, =60° and a2 =a3 =10°. 

Polarisation T-septum T-septum ridge ridge 
a/c 1/3 1/2 1/3 1/2 
Mode-matching 11.017 9.901 6.939 6.481 
Finite-element 10.988 9.875 6.908 6.455 

Table 2 
Comparison of the results obtained using BCMM and finite-element method for 

the circular coaxial OMJ connected with matching irises and step transitions. 
/= 0.45 GHz, (dimensions in mm). The values given in the table are in dB. 

Method Si2 Sl3 Models 

BCMM 
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Fig. 1 A basic structure for the design of OMJ diplexer. 

A - A view 

Side elevation A - A view 

Fig. 2 A diplexer using a coaxial and a circular OMJ structures for diplexing 
signals from a dielectric-cone-loaded horn. 
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Fig. 3 Decomposition of a coaxial OMJ. 
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Fig. 4 Detail of a circular coaxial waveguide with two side-coupled 
rectangular waveguides. 
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Fig. 5 Return loss of an OMJ structure before (dashed line) and 
after (solid line) optimisation. 
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Fig. 6 A design example of using a circular and circular coaxial OMJ structures 
for diplexing the lower band from a dielectric-cone-loaded horn. The solid and 

dash lines are for those before and after optimisation, respectively. 
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(a) Ridged structure (b) T-septum structure 

►X 

(c) Combined ridge and T-septum structure   (d) One quarter of combined ridge and T-septum structure 

Fig. 7 Coaxial waveguides with ridges and T-septa placed in its inner conductor. 
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Fig. 8 Variation of bandwidth of the combined ridge and T-septum and T-septum 
waveguides as a function of <px. a/d = 1/3, a2 = a3 =5°, (c-b)/d = 1/30. 
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Fig. 9 Variation of bandwidth of the combined ridge and T-septum waveguide as 
a function of a3.a/d= 1/3, a2 = 5°, ^ = 40°, (c-b)/d = 1/30. 
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Fig- 10 Dielectric-cone-loaded horn with ridged coaxial waveguide. 

Fig. 11 Ridged coaxial OMJ structure for enhancing the bandwidth. 
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VHF or UHF GROUNDED VERTICAL DIPOLE 
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CITEFA 
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Abstract: Dipole antennas are the oldest radiating systems since they were 
used for the first time by Hertz during the laboratory experience proving the 
existence of electromagnetic waves existence in the late nineteen century 
(1885-1888). 
Dipole antennas were the backbone of thousands of radiating systems used in 
electronics for many years, specially in radio communications in high and 
very high frequencies, due to their radiation high efficiency properties. 
Dipoles are balanced systems and for this reason a balanced transmission 
lines was used during many years to feed them. Coaxial lines are very 
popular nowadays for a lot of reasons and dipoles in these cases are fed by 
means of a balun or a balanced-unbalanced device, installed close to the 
dipole input. In the case of a vertical dipole using a metallic skirt attached 
near the dipole middle is possible to avoid the balanced device. Dipole feeding 
points are connected one to the grounded coaxial shield and the other to the 
coaxial hot point directly, connecting at the same time any static potential at 
the electronic system. This problem could be unimportant for powerful 
transmitting systems but could be dangerous with sensitive receivers or 
preamplifiers. 
The proposal here is to use an entirely grounded dipole where both coaxial 
line conductors are statically connected at ground potential to avoid high 
static potential problems and at the same time a low dipole input impedance 
as a function of frequency. The dipole is made up of a piece of metal tube 
close to half wavelength and a metallic skirt is placed around it in its lower 
part and connected directly very close to the dipole middle. Feeding point in 
the metallic skirt and dipole physical dimensions are carefully chosen to 
match the transmission line characteristic impedance. This technique permits 
at the same time reasonable impedance matching over the bandwidth 
around the operation frequency. 
Practical results obtained on several models in the HF, VHF and UHF bands 
show the impedance and radiation property measurements. 
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1. INTRODUCTION. 

Dipole antennas have been used for many years, starting with the Hertz 
experiences (1885-1888) during the electromagnetic wave radiation validation. 
Dipole radiation efficiency is very high specially in the VHF and UHF spectrum 
making it one of the more popular antenna for a lot of applications. At the same 
time it is a very simple mechanical structure. From the electric point of view this 
is a symmetrical structure and for this reason it must be fed by a symmetric 
transmission line or by a coaxial line through a balun. The radiated wave is 
linearly polarized and depending on the applications, horizontal or vertical 
polarization is used. In both cases the possibility exists of having an entirely 
grounded dipole using the quarter wave transmission line technique generally in 
parallel with the principal or feeding transmission line. This technique is generally 
used for horizontally polarized dipoles or the dipole parallel to the metallic 
ground plane. Figure 1 shows some classical examples of dipole grounding where 
a secondary line or a balun is used as a grounding system and at the same time, in 
some cases, for impedance compensation. This technique has been used 
successfully during a long time in several applications. Nevertheless, for 
vertically polarized dipoles, grounding is generally more difficult to make, and, 
in a lot of cases, the hot coaxial center conductor is connected directly to the 
upper dipole part without any protection for static problems. 

2. DIRECT FED CYLINDRICAL SKIRT GROUNDED DD?OLE. 

This kind of dipole uses an entirely metallic structure of about half wavelength 
with close to one quarter wavelength skirt placed in one of the dipole sides. 
This skirt is made like a wire cage or with a solid tube according to the 
operational frequency. The feed point is placed directly between the dipole 
metallic part and the skirt in order to use a standard coaxial line without any other 
device and it is chosen theoretically during the design obtaining the best match 
to the 50 ohms transmission line characteristic impedance at the operation band 
center frequency. Dipole metallic structure is connected directly to ground in the 
case of HF or VHF vertically polarized antennas or to the metallic skin structures 
in the case of installations in vehicles, planes, satellites, or ships. This possibility 
permits a permanent ground connection avoiding static discharges because the hot 
coaxial center conductor is connected directly to ground for static or direct current 
potentials. 

Figure 2 shows a typical grounded dipole sketch. Input impedance is a function of 
the dipole length, the dipole structure diameter, and the skirt diameter. In the latter 
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case the skirt diameter is affected by the skirt physical characteristics i.e. if the 
skirt is a solid tube or if it is made up of a wire cage. Wire cages have a physical 
diameter but the effective diameter depends on the physical cage diameter and the 
number and diameter of cage wires. As the number of wires is increased the 
effective cage diameter approaches the physical diameter. This result is affected 
by the antenna metallic support because it is placed within the cage axis. A case 
of theoretical input impedance as a function of H/ta> can be seen in figure 3. 
Figure 4 shows theoretical input impedance values of a dipole model as a function 
of the distance from the skirt-dipole connection and for a fixed skirt diameter. At 
the same time input impedance as a function of skirt physical diameter can be 
seen. From this analysis an input close to 50 ohms impedance and practically 
resistive values are obtained for a chosen operation frequency. Impedance with 
practically resistive values are obtained by modifying the skirt diameter and the 
feeding point position in order that reactive values be close to zero. This 
possibility generally could not be the optimum bandwidth for the radiating 
system but the optimum for a narrow band device. 

For a low power communication systems a standing wave ratio lower than 2 is 
considered adequate. From this standard a very good antenna bandwidth can be 
achieved. (Maximum reflection loss = 0.50 dB). 

Input impedance values show two resistance and reactance peaks. Between them 
there is a zone of low impedance when analyzed as a function of frequency. This 
behavior permits a wider band of operation compared to a very low VSWR close 
to the zero reactance operation, but this depends on the maximum VSWR 
tolerated value. 

3. INPUT IMPEDANCE. 

Several models have been designed and measured in HF, VHF and UHF bands. In 
the HF band antenna input impedance has been measured using a General Radio 
model 1606 impedance bridge with a Boonton 102-D digital frequency generator 
and an Icom IC-726 transceiver used as a signal detector. The impedance bridge 
was placed at a distance from the antenna feeding point by means of a coaxial 
transmission line piece, in order not to disturb the near field, so neither the 
instrumentation nor the operator could affect the actual antenna impedance. 

The dipole model for the 10 meter band (28-30 MHz) was designed and 
constructed with an aluminum tube representing a mechanical as well as an 
electrical structure. The skirt was made up by   4 copper wires symmetrically 
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placed all around the central tube and connected to it at its middle. The four wires 
are connected to the hot coaxial wire at the proper distance below the antenna 
middle in order to obtain an input impedance value as closely as possible to the 
characteristic transmission line impedance. 

Figure 5 shows the impedance obtained for an HF grounded vertical dipole 
designed for the 10 meter band (28-30 MHz) during skirt-support separation (Ss) 
modifications. Values obtained can be compares with the previuos calculations, 
and it can be point out that experimental values have less excursion than 
theoretically predicted. Optimum values are seen plotted on a maximum 
VSWR=2 Smith chart. The obtained bandwidth is around 3.6 MHz or 12.3 
percent for a standing wave ratio lower than 2. 

For higher frequencies antenna input impedance has been measured using a 
Hewlett Packard model HP8410A network analyzer and a model HP8620C 
sweep generator. 

The 50 MHz dipole model has been constructed using an aluminum tube like 
mechanical as well as electrical structure, very similar to the HF model, using a 
four wire cylindrical cage. 

Figure 6 shows the grounded dipole input impedance of a 6 meter band (50-54 
MHz) radio beacon. The resulting antenna bandwidth for a standing wave ratio 
lower than 2 gives a bandwidth around 5.5 MHz or 10.4 %. This value permits 
the possibility of changing frequencies within the operation band with a very low 
radiation efficiency loss. Designs for the HF 10 meter band and for the VHF 6 
meter band are intended use the soil or the home concrete roof as its ground 
plane. For higher frequencies the antenna design could be for a vertical dipole in 
free space i.e. at several wavelengths over ground in order to obtain an 
omnidirectional vertical polarized antenna or over a vehicle metallic skin intended 
for mobile or space communication use. 

Impedance values for a 2 meter band vertical dipole model (144-148 MHz) 
were measured over a metallic ground plane and in free space. Very low 
difference in the input impedance were computed. This shows the small ground 
plane influence on the dipole characteristics. The results reflect a typical dipole 
behavior because displacement currents are making loops around the dipole and 
only a few lines are intercepting the ground plane. For both cases input impedance 
results are shown in figure 7. In free space measured impedance in the antenna 
feeding points are shown as a wider band case (VSWR lower than 2) and a 
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narrower band case of input impedance for the ground plane model. In the first 
case 12 MHz bandwidth has been obtained (9%) and 9 MHz in the second (7%). 

Another model was designed and measured for a frequency of 400 MHz. Input 
impedance measured results can be seen in figure 8 where the dipole, like in the 2 
meter band, was placed in free space and over a metallic ground plane. 
Taking into account a standing wave ratio of 2.0, like a maximum VSWR, a 44 
MHz bandwidth has been measured in free space (11 %). Center frequency with 
minimum VSWR around 1.23 is 398 MHz. Placing the dipole over a metallic 
ground plane produces a center frequency of 391 MHz, VSWR 1 17 and 
bandwidth of 40 MHz (10%). 
Nevertheless in the 400 MHz model, an additional portion of spectrum could be 
covered at higher frequencies with a VSWR lower than 2 and with a 50 MHz 
additional bandwidth (12%) with a 515 MHz center frequency and a VSWR 
1.14. In the metallic ground plane case this additional bandwidth has a center 
frequency at 595 MHz with a VSWR of 1.2 and bandwidth is 34 MHz ( 8.5%). 
These results are due to the dipole behavior as a function of frequency where the 
input resistance and reactance have several maximums and minimums from the 
first one, close to half a wavelength. This additional low VSWR behavior at 
higher frequencies can be useful for several applications specially for wide band 
communications. In the case of a higher frequency dipole these impedance 
variations are lower than in the thinner low frequency dipoles and wider 
bandwidth can be achieved, specially when both useful spectrum portions can be 
both unified within a Smith chart region with a VSWR lower than 2. 

Of course, dipole broadbanding would be an additional work for the near future 
where dipole dimensions will be analyzed accordingly in order to maximize the 
frequency bandwidth for a maximum of 2 VSWR. 

4. RADIATION PATTERNS. 

Radiation pattern measurements in the HF bands is a difficult task, for this reason 
radiation patterns have been measured in an anechoic chamber within the UHF 
region by means of a Scientific Atlanta model 1783 receiver and a model 2151 
signal generator. 
Figure 9 shows a grounded vertical dipole radiation pattern in the 400 MHz band 
in the horizontal and vertical plane. In the vertical plane some pattern distorsions 
can be seen possibly due to the interaction between dipole and the coaxial 
transmission line and very good omnidirectionality in the horizontal plane where 
this interaction is minimum. In the same figure when a vertical dipole is placed 
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over a metallic ground plane its vertical radiation pattern can be seen. In this latter 
case the transmission line inteaction is almost negligible and the limited ground 
plane size diffraction effect can be clearly seen giving lobes in the ground plane's 
rear part. 
The measured gain in an anechoic chamber for this dipole in free space is very 
close to 2 dBi in the radiation pattern maximum using a three antenna method. 

5. CONCLUSIONS. 

A grounded dipolar radiating structure has been designed, constructed and 
measured showing electromagnetics results very similar than the traditional 
vertical series fed dipole. 

This type of grounded structure could be useful to avoid static effects for high 
velocity vehicles or in environments where they are bombarded by high energy 
particles in vacuum while mantaining the radiation characteristics. 

A reasonable bandwith close to 10% in each measured model and band can be 
easily achieved without any special tuning device making this dipole a simple and 
practical structure to be implemented. 
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Figure   5c:   10   meter   band   grounded   vertical   dipole 
measured impedance. 

Figure 6: 6 meter band grounded vertical dipole measured 
impedance. 
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Figure 7a: 2 meter band grounded vertical dipole measured 
impedance, in free space. 

Figure 7b: 2 meter band grounded vertical dipole measured 
impedance, over a metallic ground plane. 
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Figure   8a:   400   MHz   band   grounded   vertical   dipole 
measured impedance, in free space. 

Figure   8b:   400   MHz   band   grounded   vertical   dipole 
measured impedance, over a metallic ground plane. 
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Figure 9a: 400 MHz grounded vertical dipole measured 
azimuthal radiation pattern. 
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Figure 9b: 400 MHz grounded vertical dipole measured 
elevation radiation pattern. 
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Figure 9c: 400 MHz grounded vertical dipole placed over 
metallic ground plane measured azimuthal radiation 
pattern. 

-u&~. 

v; /■ 

■'X 

V JK 

_/' / >-/ >-fvc vo \ \ \ • j : ;    ;■    i '■<   V+3P   V \    \    \    \    \   \\ 
■      !      i      !   NcWV  '•■      \      :.      ':      !.      ':   /: 

i i     \     \     \     :y^> 1--.   :       :       :       :      ■: T    -Tt—. 

\ \ x; v AA^/ZM / 
\ *£V3 ^.A" \   \   F^./_ 

240 \ \  /-<r \      ^'<     1/      /     /120 \ —^C           %,'-r         -''       / 

N        M.             •  "—'             V*         ' \.   /    "**"~  --"' \y 
210    ""^~--^ _——-^' 15° 

Figure 9d: 400 MHz grounded vertical dipole placed over 
metallic ground plane measured elevation radiation 
pattern. 

144 



Noise Contribution Analysis for the Arecibo Gregorian 
Radio Telescope 

German Cortes-Medellin,       Paul F. Goldsmith, Lynn Baker, M.M. Davis 
D.B. Campbell 

Vertex Antenna Systems, LLC       National Astronomy and Ionosphere Center 
Santa Clara, CA Cornell University 
cortes@tiw.com goldsmit@astrosun.tn.cornell.edu 

Abstract 
We have analyzed the performance of the Arecibo radio telescope with the 
new Gregorian corrector by a technique based on electromagnetic field ray 
tracing. We have obtained both, the aperture field distribution and the far 
field radiation pattern of this antenna. We have developed a noise 
temperature analysis technique based on the classification of ray trajectories 
and ray temperature assignments according to the final surface interaction. 
We have obtained the noise temperature perceived by the feed as a function 
of zenith angle. Based on this analysis, we have optimized the design of a 
surface shield or skirt, to be placed around the rim of the tertiary, that 
reduces significantly the total noise temperature. 

1.   Introduction 
In a radio telescope, minimizing any contribution to the system noise temperature 
is of great importance when detecting faint signals in the sky, since the integration 
time to obtain a given signal to noise ratio varies as the square of the system noise 
temperature. 

The Arecibo radio telescope, with its 305-meter spherical reflector, has the largest 
collecting area of any radio or radar antenna on the Earth, (see Figure 1-1). 
Suspended 137 meters above the dish is a dome containing the instrument's 
Gregorian corrector system. The dome is six stories high and weighs 75 tons. The 
dome is supported from a triangular platform, which is held in position by 
eighteen steel cables, strung from three reinforced concrete towers. The network 
of cables maintains the platform position within a fraction of a centimeter under 
normal wind conditions. In order to reduce the noise contribution due to spill over 
the rim of the primary reflector during beam scanning off zenith, a ground screen 
18.8 meters high was placed around the edge of the primary reflector, with the 
appropriate angle to redirect the spill over radiation back to the sky along a path 
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Figure 1-1. Arecibo radio telescope geometry 
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Figure 1-2. Gregorian Corrector system 
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The Gregorian corrector system became operational last year. It consists of two 
shaped reflectors [1], shown in Figure 1-2, designed to eliminate the spherical 
aberration of the primary reflector, and focus all radiation to a single focal point, 
(the feed phase center in Figure 1-2). At the same time, the corrector system 
controls the aperture illumination, redistributing the energy so there is nearly 
uniform aperture illumination, combined with relatively little spillover past the 
outer rim of the primary reflector, [2]. 

A simulation tool was developed that permits to obtain a "map" of the noise 
contributions of the Gregorian corrector system. Using a ray tracing and 
classification scheme, it is possible to follow rays starting from the feed horn 
through the reflector geometry until they leave the system or are stopped inside 
the dome enclosing the Gregorian reflectors. The simulation tool permits 
assigning independent surface temperatures to any of the reflectors, as well as to 
any structural elements within the dome. 

Based on this simulation tool, the present work presents the results in noise 
temperature reduction by optimizing the orientation and size of a simulated 
reflector shield or "skirt" placed around the tertiary mirror. 
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2.   Simulation and Antenna Performance 

The antenna parameters are calculated from the aperture field distribution, which 
is obtained by an electromagnetic field ray tracing technique [3]. This technique 
transports the field wave front, with information about, main radius of curvature, 
principal directions of the wave front, and field amplitude, phase and polarization, 
from the feed phase center through out the aperture plane. 

An example of a typical ray trace scan of the Arecibo radio telescope is shown in 
Figure 2-1, indicating the main components of the Gregorian corrector as well as 
the main ray trajectories. 

Bl 

Refle 

oekag 
rhyfs 

Main 
Ape 
Ray 

rture 

Figure 2-1. Ray Tracing of the Gregorian Corrector system 
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In Table 2-1 we present the calculated antenna performance at a wavelength of 
3.0 cm, assuming perfect surface accuracy. The feed is assumed to have a cosN(6) 
power pattern with a -12 dB taper at the edge of the tertiary reflector. 

Table 2-1 Antenna performance at 3 cm 

Wavelength 3.0 cm 
Frequency 9.99 GHz 
Gain 87.1 dB 
HPBW 29.5x33.6 arcs 
Aperture Phase RMS 0.00055 X 
Strehl ratio 99.995 % 
Polarization Efficiency 99.7 % 
Aperture Efficiency 92.9 % 
Beam Efficiency 79.1 % 
Noise Temp 16.9 K 

Figure 2-2 shows the aperture illumination with its characteristic offset elliptical 
shape, equivalent to an unobstructed circular aperture of 220 meters in diameter. 
The minor semi axis of the ellipse is oriented along the main x-axis of the antenna 
to allow for larger zenith scan angles before spill over occurs, when compared to 
a circular illumination. Furthermore, included in the shape of the mirrors, there is 
a provision to optimize aperture illumination by redirecting the fields away from 
the blockage portion of the aperture, as well as to increase the edge taper for noise 
reduction. 

The far field radiation pattern is presented in Figure 2-3. The main beam is of 
elliptical cross section with HPBW of 29.5x33.6 arcs. The calculated value of 
beam efficiency1 is 79.1 %. 

This includes the beam energy above -10 dB. 
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Figure 2-2 Aperture Field Distribution 
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Figure 2-3 Far field radiation pattern 
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3.   Ray Classification Scheine 

The ray classification scheme is based on the number of surface interactions that a 
given ray suffers along his trajectory. The set of rays that reach the aperture in 
phase, with a number of interactions equal to the number of optical surfaces in the 
system, corresponds to the main aperture rays (see Figure 2-1). 

The Arecibo radio telescope is a three reflector system, including the Gregorian 
corrector. Therefore, rays with a number of surface interactions different from 3, 
correspond to blockage, scatter, and stray rays. 

Figure 3-1 shows an example of a single scan of the main aperture rays with three 
surface interactions. Likewise, Figure 3-2 shows an example of ray trajectories 
with 4 surface interactions corresponding to blockage with the lower cap of the 
Gregorian dome, and stray rays with 1, 2, and 5 surface interactions, respectively. 

Figure 3-1 Main aperture ray trajectories with three surface interactions 

Figure 3-3 shows in more detail these trajectories inside the Gregorian dome 
enclosure. A common characteristic of these rays is that they depart with 
trajectories very near to the feed axis; some of them may reach the aperture after 
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an additional number of surface interactions, while others are absorbed inside the 
dome, or by the lower portion of it. 

Figure 3-2 Example of ray trajectories with 1,2, 4 and 5 surface interactions 

Figure 3-3 Detail inside the Gregorian dome of ray trajectories with 1,2, 4 
and 5 surface interactions 
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4.  Ray Classification and Noise Temperature 

By observing Figure 3-3, we notice that those rays that are trapped inside the 
dome, or are blocked by it, are terminated at the temperature of the dome. 
Likewise, those ray trajectories reaching the aperture will be terminated at the sky 
temperature. Consequently, the feed will "see" a noise temperature contribution 
from a given direction according to the termination temperature of that ray 
trajectory. Therefore, by assigning a given physical temperature to each reflector 
or surface, the feed noise temperature can be obtained by the integral of the 
apparent scene temperature surrounding the feed weighted by the feed radiation 
pattern, i.e., [4] 

WT^e^p^e^do. 
Ax 

TF   =     ffD/zi^^  (4-1) \\pn(e,<t>)do. 
4;r 

Where: 
TF: 

TAP 

Pn 

The noise temperature perceived by the feed 
Apparent noise temperature distribution surrounding the feed 
Feed radiation pattern 

In this calculation we are ignoring diffraction contributions, such as the wide- 
angle radiation pattern of the antenna. 

For the purposes of noise temperature calculations, the antenna may be viewed as 
composed of perfect reflectors and perfect black bodies, (i.e., the dome), at a 
given temperature. Rays that are stopped by any surface sense the surface 
temperature and add that contribution to the integral. 

In this simulation, ray trajectories are terminated in any of three different types of 
terminating surfaces: black body surfaces, the aperture plane, and a stop-sphere. 
The aperture plane defines the sky temperature, i.e., rays reaching the aperture 
plane are assigned the sky temperature. The stop-sphere is a spherical surface that 
surrounds the antenna workspace, defining the ray-tracing boundary. For the 
purpose of noise calculation, the stop-sphere is a two-temperature surface; its 
lower hemisphere defines the ground temperature, while the upper hemisphere is 
at the same temperature as the aperture plane. Out of bound rays intersecting the 
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temperature, whereas, rays with a positive z-direction component, are assigned 
the sky temperature. 

For the following and all subsequent analysis, the Ground Temperature is 300K, 
the sky temperature is 4K assuming a perfect atmosphere, and the dome is 
considered as a black body at 300K. Also, the feed radiation pattern is 
azimuthally symmetric with a cosN(0) distribution for off axis angles from 0° to 
90°, and is zero for angles larger than 90°. 

[2] 0.003K [1]15.K 

■00 

CD 

[3]3.1K 

[4] 234. K 

-180 -150 -120   -90   -60    -30     0      30     60     90    120   150   180 

4> [<kg] 

Figure 4-1. Noise Temperature map in the feed coordinate system 

Figure 4-1 shows the resultant noise temperature scan map in the feed (0, (j)) 
coordinate system, where the angle 8, is with respect to the feed z-axis, and (j) is 
the azimuthal angle. In the map six regions can be easily identified, these 
correspond to rays with different number of surface interactions. The following 
nomenclature was used in the map: the number of surface interactions is indicated 
by in square brackets; the temperature indicated is the no-normalized noise 
contribution to the integral  in Eauation 4.1.  i.e..  the Droduct of the actual 
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terminating surface temperature in that direction times the feed radiation pattern. 
Hence, rays with one surface interaction can be found at two different terminating 
temperatures, 15K at the inside of the dome and 0.2 K at the sky, respectively. 
Evidence of these can be corroborated in previous Figures 3-2 and 3-3. Likewise, 
there is a white area between (0 <9 <6°), corresponding to four surface 
interactions and a temperature of 234K. Those are the rays blocked by the lower 
cap of the dome. 
In the middle of this band, near (|>=0, there is a region of rays with multiple 
surface interactions, dominated by 5 interactions at 3.2K. The region from 9=6° to 
0=60° corresponds to the main aperture rays, with three surface interactions and 
3. IK at the signaled point. Finally, there is a small region in the top of the map, 
with very low temperature contribution, i.e., rays with two surface interactions 
and 0.003K. This corresponds to rays that hit the lower portion of the secondary 
reflector, right in Figure 3-3, and then hit the main reflector to be redirected to the 
sky. 
The region from 9=60° to 9=90° corresponds almost exclusively to the rays 
blocked by the inside of the dome, and which contribute significantly to the noise 
temperature. 

5.   Noise Temperature vs. Zenith Angle 
The triangular frame that support structure allows the rotation of the Gregorian 
dome around the center of the main reflector for beam scanning angles, with 
respect to the zenith, from 9= 0° to 20° as shown in Figure 5-1, and a full 360° 
rotation in azimuth. Additional scanning is provided by the diurnal rotation of the 
Earth. 

Figure 5-2 shows the noise temperature seen by the feed as a function of zenith 
angle from 0° to 20°. The noise temperature starts at 16.9K and increases to 
17.3K around 9= 5°, and stays steady until 9= 18°, where it begins to increase 
again, reaching 19.8K at 0=20°. Note that the receiver noise temperature is not 
included in this calculation. 

The reason of these temperature increases can be better understood by observing 
the composite mosaic of single scan ray tracing presented in Figure 5-3. The first 
picture in the mosaic, with a zenith angle of 9=0°, shows a set of rays bouncing 
off the main reflector towards the sky, at the left side of the primary dish. This set 
of rays can be observed also in Figure 3-2 and 3-3, and corresponds to rays with 
one single surface interaction therefore raising the noise temperature. 
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Figure 5-1 General geometry of a sky scan for the Arecibo radio telescope. 
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Figure 5-2 Noise temperature vs. Zenith angle. 
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As the zenith angle increases, i.e., 9=2° to 4°, this set of rays reaches the ground 
screen and are beginning to be reflected back to the dome structure, on which they 
are terminated, since in this simulation is considered as a black body at 300K. 
Finally, as the zenith angle increases, these rays spill over the ground screen and 
hit the ground for angles from 0=6° to 8°. There are no further changes until the 
zenith angle reaches 15°. Although, there is not a change in noise temperature, 
part of the main aperture rays begin to bounce off the ground screen passing under 
the Gregorian platform towards the sky. Finally, at about 0=18°, the main 
aperture rays begin to spill over the ground screen, therefore, rising the noise 
temperature. This behavior has already been verified by measurements in 1.4 -1.7 
GHz range 
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Figure 5-3 Ray tracing samples at various Zenith angles. 
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6.   Noise Temperature Reduction Scheme 

By observing Figure 4-1, we notice that the set of rays with a single surface 
interaction which are absorbed by the inner walls of the dome structure, make an 
important contribution to the noise temperature from feed angles ranging from 
60° to 90° as seen also in Figure 3-3. Therefore, a reduction of the noise 
temperature can be accomplished by surrounding the tertiary reflector with a 
shield or skirt, with the appropriate angle to reflect these rays onto the sky. The 
height of this shield must be different at both sides of the tertiary mirror in order 
to avoid any obstruction to the main aperture ray trajectories (see Figure 2-1). 

In Figure 6-1, we show an example of two separate shields with different heights 
and inclination angles that were used to obtain the appropriate ray deflection 
angles. 

Shield  1 
X 

Secondary 
Reflector 

Tertiary 
Reflector 

Figure 6-1 Differential shield height and inclination for Noise reduction 

We first obtained the optimum inclination angle of Shield No.l, by itself, by 
generating a noise temperature scan as a function of inclination angle, which is 
presented in Figure 6-2. This figure indicates that the optimum angle lies between 
65° and 75°. In the same manner, we obtain the appropriate deflection angle for 
Shield No.2, with the inclination angle of Shield No.l fixed at 70°. The noise 
temperature scan obtained is presented in Figure 6-3. The inclination angle chosen 
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With the information obtained from both shields, i.e., inclination angle and length, 
we generate a linear interpolating surface in the shape of a truncated cone, shown 
in Figure 6-4 

Final 
Shield 

Figure 6-4. Final shield geometry (dimensions in meters) 

With the tertiary shield in place, the noise temperature was changed form 16.9K 
to 8.6K at 0° zenith angle. Figure 6-5 presents the noise temperature map obtained 
at a zenith angle of 0° with the tertiary conical shield in place. Most of the rays in 
the map with angles between eFeed=60o to 90°, that would have been terminated 
inside of the dome are now reflected back to the sky, hence reducing the overall 
noise temperature. The map also shows some new features; one of these is as 
small spot marked as A, with a temperature of 1.6K, where the linear interpolation 
design of shield is not adequate. Another feature is the horizontal stripes marked 
as B, with a temperature of 14K, which are simply an artifact due to a finite 
separation, in the simulation, between the shield and the tertiary edge in some 
portions of the tertiary boundary. 

Additionally, with the shield in place, there is no variation in noise temperature as 
a function of azimuth angle, as shown in Figure 6-6, until about GZenith=18°, at 
which angle the noise temperature increases due to the same mechanism as in the 
nrevinns sr.an with no tertiarv shield 
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Figure 6-5. Noise Temperature map with tertiary shield 
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Figure 6-6. Noise Temperature vs. zenith angle with tertiary shield 

7.   Conclusions 
We have analyzed the performance of the Arecibo radio telescope with Gregorian 
corrector system using a technique based on electromagnetic field ray tracing. We 
have obtained both the aperture field distribution and the far field radiation pattern 
of this antenna. We have developed a noise temperature analysis technique based 
on the classification of ray trajectories and ray temperature assignments according 
to the final surface interaction. We have obtained noise temperature maps in the 
feed coordinate system, which, in conjunction with the ray classification scheme, 
help to diagnose problematic noise temperature contributions of the antenna. We 
also have obtained the noise temperature perceived by the feed as a function of 
zenith angle. Based on this analysis, we have optimized the design of a shield or 
skirt, to be placed around the rim of the tertiary, which redirects the feed spill 
over to the sky reducing the total noise temperature from an initial value of 16.9K 
to 8.3K. This technique should allow further improvement of this already very 
high sensitivity system for radio and radar astronomy. 

164 



References 
[1] P. S. Kildal, L. Baker, and T. Hagfors, "Development of a Dual-Reflector 
Feed for the Arecibo Radio Telescope: An Overview", IEEE Trans. Antennas and 
Propagation, Vol. 33, pp. 12-17, Oct. 1991. 
[2] P.F. Goldsmith, "The Second Arecibo Upgrade", IEEE Potentials, vol. 15, pp. 
38-43, Aug/Sep. 1996. 
[3] G. Cortes Medellin, Analysis of Segmented Reflector antenna for a Large 
Millimeter wave Radio Telescope". Ph.D. dissertation, ch. 3, May. 1993. 
[4] F. T. Ulaby, R. K. Moore, A. K. Fung, Microwave Remote Sensing, Active and 
Passive. Vol-1, pp. 204-207, Addison-Wesley Publishing Company, 1981 

165 



METHODS OF MOMENT ANALYSIS OF ELECTRICALLY LARGE 
SQUARE AND RECTANGULAR LOOP ANTENNA WITH 

NON-UNIFORM CURRENT 

C.P. Lim, L.W. Li, and M.S. Leong 
Communications and Microwave Division 

Department of Electrical Engineering 
National University of Singapore 

10 Kent Ridge Crescent, Singapore 119260 

Abstract: This paper firstly presents a method of moments analysis which 
obtains the non-uniform current distribution in closed form, and their re- 
sulted radiated patterns in both near and far zones, of square and rectan- 
gular loop antennas with electrically larger perimeter. An oblique incident 
field in its general form is considered in the formulation of the non-uniform 
current distributions. In the Galerkin's method of moments (MoM) analysis, 
the Fourier cosine series is considered as the full-domain basis function se- 
ries. As a result, the current distributions along the square and rectangular 
loops are expressed analytically in terms of the azimuth angle for various 
sizes of large loops. Finally, an alternative vector analysis of the electromag- 
netic (EM) fields radiated from thin rectangular loop antennas of arbitrary 
length 2a and width 2b is introduced. This method which employs the dyadic 
Green's function (DGF) in the derivation of the EM radiated fields makes 
the analysis general, compact and straightforward. Both near- and far zones 
are considered so that the EM radiated fields are expressed in terms of the 
vector wave eigenfunctions. Not only the exact solution of the EM fields in 
the near and far zones are derived by the use of the spherical Bessel and 
Hankel functions of the first kind respectively, but also the regions between 
b and y/a2 + b2 which are defined as intermediate zones are characterized by 
both the spherical Bessel and Hankel functions of the first kind. Validity of 
the numerical results is discussed and clarified. 

1    Introduction 

Thin circular loop antennas carrying different forms of the currents and their radiation 
characteristics have been investigated by many researchers over the last several decades. 
The recognized contributions to the field are made by many researchers, e.g., [1-19], to the 
authors' best knowledge. The radiation characteristics of the circular loop antennas can 
also be readily found from antenna text books [20,21]. However, literature on polygonal 
loop antennas located in free-space is limited [22 24]. In the past, it has been cited 
that "theoretical analysis seems to be unsuccessful" for rectangular loop and therefore 
application of the rectangular loop antenna has received less attention [24].' In past, 
the rectangular loop antennas were modeled as a dipolc [23] and the presentation was 
extremely complicated as compare to the analysis demonstrated here. For [22], only 
experimental techniques and measurements were prescntcd.In [20,21], only approximated 
current distribution is used to show the radiation patterns in far zone. For the near-zone 
field, none has been reported in the literature due to the difficulty in evaluating integrals 
analytically. Therefore, this paper aims to present the formulations of the accurate 
current distributions using Galerkin's MoM and the EM fields in both near, far and 
intermediate zones using DGF for the square and rectangular loop antennas. 
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2    General Formulation of Current Distributions 

Fig. 1 shows the geometry of a thin rectangular loop antenna located at z = 0 and fed 
at 4>i = 0 with the delta-function generator VQS((J)). 

■:nc   jkr ETe 

Figure 1: Geometry of a thin rectangular loop antenna. 

The loop current satisfies the integral equation [1,5,10,25] as follows: 

dE™(d, <« = ff £ /      KM- 0') W) <¥ 
f=]  •' region t 

(1) 

where ElTc denotes the incident field, d stands for the distance between origin and side 
of the loop and r]0 — 1207rfi is the free-space wave impedance. The current It{<f>) can be 
expressed by 

/,(^)=]T(2-<5mo)4cosW>) (2) 
m.=0 

where t takes the form of integers of 1 to 4 for square and rectangular loop, Smo denotes 
the Kroncckcr symbol and /£, stands for the scries expansion coefficients. The integral 
kernel in (1) is represented by the following Fourier scries expansion 

Kt(4> - <t>') = £ (2 - 8m0)gf
m cosm(d> - 4>') 

m=0 

^iK+i + K-J-j^K)*? 

N'-     = 

1^7,,   for region 1 & 3 

^r   for region 2& 4 

(2 - smo) [     r 
47T2      J^J.* 

cos m(<t> — <fr') cxp (—jkor's 

(3) 

(4) 

(5) 

da do' (6) 

167 



r  = y/(üsf^)2 + 4c2sillf>  for rc8'io11 i & 3 
^(R^)2 + 4c2sinf,   for region 2 & 4 

region 1 
region 2 
region 3 
region 4 

-0o < 0' < 0o 
00 < 0' < 7i" ~ 00 

7T - ^o < 0' < 7T + 00 
7T + 0o < 0' < 27T - <j)0 

and 

0o = tan -i& 

The incident field E^° at the angle <j> is given by 

iriinc 
h4> £onc[cos 0 cos(0 - 0j) + sin ijj sin(0 - <&) cos 0] 

pjk0dcos(<t>-<t>i)sin6 

It can also be expressed in terms of the Fourier scries as follows: 

" oo 4 

3r = E E&'-jm* 
m=—oo i=l 

where 

fm    =    h I ElnC{r-lcos^m*°JUkodsme) 
<' region t 

+r sintfr cosfle*"*» mJmikodshl V X d4>l 
k0d sin 0       J 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

To obtain maximum electric and magnetic: responses, the loop orientation is made at 
V; = 0, 6 = f, and <j>0 = 0 which simplifies /^ and i£, to 

and 

t        1    /'        jm_1 

f™ = 7T- —z- {Jm-i(k.0d) - Jm+1(k0d.)} d<j>' 
Cl{    ■) region t Z 

±m J 
9m^Vo 

(13) 

(14) 

3    General Formulation of EM Radiated Fields 

The detailed formulation of the EM radiated fields of circular loop antennas has been 
shown m [19, (l)-(7)]. In view of this, the authors will not repeat the procedure. The 
near, far and intermediate zones defined in this paper are depicted in Fig. 2 With the 
current distribution given in (2), we can obtain the EM fields expressions for the four 
zones as follows: 

El 
E; 
El 

j o    oo      n 
cos 

n = 1 m=0 
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Figure 2: Intermediate zones. 
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where jn(k0r) and /^'(rV) are the spherical Bessel and Hankcl functions of the first 
kind respectively, P™(cos0) is the associated Legcndrc function, and the normalization 
coefficient Dmn is given by 

_ (2n + l) (n-rn)\ 

n(n + 1) (n + m)V 

The coefficients of the EM fields are expressed by 
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4    Numerical Results 
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The current distributions are obtained using MoM where the relationship between the 
loop and wire cross-section radii is 2 In 22? > l().   The analytical expressions of the 
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current distribution arc provided in the Appendix A and the convergence of the analysis 
is checked in details. It is realized from the computation that only four terms of the 
Fourier scries arc necessarily taken in the summation to ensure the accuracy while the 
fifth and higher scries can be neglected. 

Forty terms arc considered for the numerical computation of the summation of the spher- 
ical Bcsscl and Hankcl functions (i.e., with respect to the index n). The 2-D normalized 
EM radiated patterns of the intermediate zones of the rectangular and square loop an- 
tennas arc depicted in Figs. 3, 4 and 5 respectively. It should be pointed out that all 
numerical results are normalized by their maxima. 

XX XX —x— —x— 
8    4 4    2 

0 = 0    n 

Region 1 

Figure 3: 2-D normalized EM radiated patterns of regions 0 and 1 of rectangular loop 
antennas. 

5    Conclusions 

This paper presents a MoM analysis of electrically large rectangular and square loop 
antennas. From the analysis, the radiated EM fields in both the near, far and intermediate 
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Figure 4: 2-D normalized EM radiated patterns of regions 2 and 3 of rectangular IOOD 
antennas. y 

zones of thin square and rectangular loop antennas are obtained. The cosine functions 
are chosen as the full-domain basis and weighting functions in the Galcrkin's approach 
Also, the dyadic Green's function in spherical coordinates is applied in the derivation 
of the analytical expressions of the EM fields in the near, far and intermediate zones 
inc radiation patterns due to the derived current distributions arc plotted in polar 
coordinates. The numerical results for radiation patterns in the far-field arc compared 
with results obtained in [20, Fig. 5.52] and an excellent agreement between the two 
results is obtained. This confirms partially the correctness of our theoretical derivation 
and numerical algorithm. Some new results arc also presented in the paper for the 
antenna patterns due to large antennas. 
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Appendix A: Analytical Expressions of Current Distri- 
butions 

In this appendix, the current distributions along the loop antenna wires of various dimen- 
sions arc provided in closed form. They arc expressed in terms of the spherical azimuth 
angle <b for different loop dimensions. These formulas arc extremely useful for scientists 
and engineers who would like to obtain full-wave characteristics of the loop antennas since 
they can straightforwardly use those formulas without repeating the MoM analysis. 

Case I:|x| rectangular loop 

h{4>)    =    (5.093 x 1(T5 + 3.043 x 10_5j) 

+2 x ((6.787 x 10~5 - 1.221 x 10_4j) cos(^) 

+ (1.040 x 10-4 + 2.914 x 10_5j) cos(20) 

+(1.642 x 10-5 - 1.086 x 10~5;) cos(30) 

+(9.660 x 10-7 + 8.230 x lQT7j) cos(40) 

+(-9.956 x 10-8 + 2.220 x 10_7j") cos(50) 

+(8.579 x 10~9 + 1.316 x l0_8j) cos(60) 

+(-4.168 x 10-10 + 4.364 x lO-10.?') cos(70)) (18a) 

I2{<b)    =    (2.187 x 10~4 + 5.512 x 10_5j) 

+2 x ((-1.835 x 10-4 - 2.148 x lO-4?) cos(0) 

+(-9.214 x 10-5 - 1.196 x 10_4j) eos(20) 

+ (-2.208 x 10~5 - 3.247 x 10_5j) cos(30) 

+(-3.678 x 10-6 - 6.476 x 10_6j) cos(40) 

+(-4.591 x 10-7 - 1.159 x 10_6j) cos(50) 

+ (1.991 x 10~9 + 2.276 x 10_7j) cos(60)) 

+(2.486 x 10-8 - 2.546 x 10_9j) cos(70)) (18b) 

I3(4>)    =    (7.878 x 10-5 + 5.365 x 10"6j) 

+2 x ((-1.634 x 10-6 + 1.868 x 10_4i) cos(0) 

+(1.256 x 10-4 + 3.464 x VT*j) cos(20) 

+(-1.388 x 10-5 + 1.452 x 10-5j) cos(30) 

+ (1.428 x 10~6 + 5.731 x 10_7j) cos(40) 

+(-2.086 x 10-8 + 3.035 x 10_7j) cos(50) 

+(1.244 x 10-8 + 1.202 x 10-8j) cos(60) 

+(3.240 x 10-10 - 6.533 x lO-10.?) cos(70)) (18c) 

h(<p)    =    (4.169 x 10-5 + 2.215 x 10-4j) 

+2 x ((2.030 x 1Ü-4 + 1.955 x 10_4j) cos(</>) 
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+(-1.138 x 1(T4 - 9.793 x 10-3j) cos(20) 

+(3.116 x 1(T5 + 2.322 x 10~5j) ms{3<f>) 

+(-6.261 x 1(T6 - 3.749 x lQ~6j) cos(40) 

+(1.111 x 1(T6 + 4.192 x lQ-7j) cos(50) 

+(-1.901 x HT7 + 1.621 x I0_8j) cos(60) 

+(6.392 x IQ-9 - 1.733 x 10~8j) cos(70)). (18d) 

Case II: | x | rectangular loop 

h {4>)    =    (7.176 x 10-5 + 1.272 x 10~*j) 

+2 x ((1.106 x 10~4 - 7.134 x 10~sj) cos(0) 

+(1.665 x 10~4 + 1.213 x 10"4j) cos(2^)) 

+(8.318 x 10~5 + 3.618 x 10~5j) cos(30) 

+(1.937 x 10~6 + 1.318 x 10_5i) cos(40) 

+(-3.529 x 10~6 + 2.700 x 10~6j) cos(50) 

+(-2.617 x 10-7 + 5.892 x 10~7i) cos(6^>) 

+(-5.280 x 10"8 + 1.919 x I0~9j) cos(70)) (19a) 

h{4>)    =    (2.708 x 10-4 - 8.061 x I0~sj) 

+2 x ((3.200 x 10~5 - 1.236 x 10-5j) cos(^) 

+ (1.691 x 10-4 - 3.510 x 10_4j) cos(20) 

+ (1.320 x 10~4 - 1.725 x 10~4j) cos^) 

+(5.747 x 10"5 - 4.826 x 10_6j) cos(40) 

+(1.772 x 10"5 - 8.595 x lO"6?) cos(50) 

+ (4.241 x 10-6 - 6.625 x 10_7j) cos(6^) 

+(7.870 x IQ-7 + 1.852 x 10~7j) cos(70)) (19h) 

h(4>)    =    (1-458 x 10~4 - 6.315 x 10_5i) 

+2 x ((6.531 x 10-5 + 1.218 x 10~4j) cos(<p) 

+(1.080 x 10~4 - 1.357 x 10_4j) cos(20) 

+(-6.927 x 10~5 + 4.235 x 10~5j) cos(30) 

+ (1.463 x 10-5 + 3.851 x 10-6j) cos(4<£) 

+(-1.764 x 10~6 - 3.913 x 10"
6
J) cos(5<£) 

+(3.282 x 10~7 + 5.935 x 10~7j) cos(6<£) 

+(2.512 x 10~8 - 5.718 x 10~8j) cos(7$) (19c) 

h{4>)    =    (-2.834 x 10~4 + 9.169 x lü~5j) 

+2 x ((1.635 x 10~5 + 1.242 x lO"4?') c;os(cx>) 

+(-1.204 x HT4"-3.554 x 10~4j) cos(2tf>) 
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+(1.037 x 1(T4 + 1.766 x 10_4j) c:os(3<£) 

+(-4.708 x 10~5 - 5.054 x 10-5j) cos(40) 

+(1.475 x 10-5 + 9.580 x 10-6j) c:os(5<£) 

+(-3.534 x 10-6 - 1.046 x 10_6j) cos(6<£) 

+ (6.586 x 10-7 - 4.669 x 10_8j) eos(7#)). (19d) 

Case III: j square loop 

h{4>)    =    (3.464 x 10~5 + 1.651 x 10_5j) 

+2 x ((3.952 x 10-5 - 8.394 x 10_5j) cos((£) 

+(2.849 x 10"5 + 1.273 x 10"5j) cos(2cp) 

+(-2.832 x 10-6 + 7.975 x 10_6j) cos(30) 

+ (1.423 x 10~6 + 1.944 x 10~6j0 cos(4^) 

+(-2.106 x 10~8 + 3.319 x 10-8?) cos(50) 

+(-1.519 x 10-9 - 8.525 x 10_10j>os(6^) 

+ (5.423 x.10-11 - 1.121 x 10_10j) cos(7<?!>)) (20a) 

I2(<j>)    =    (4.266 x 10"5 + 1.207 x 10~5j) 

+2 x ((-9.646 x 10~5 + 5.063 x 10_5j) cos{<p) 

+(-3.192 x 10-5 - 1.843 x 10"5j) cos(2<?!>) 

+ (-8.440 x IQ"6 - 5.810 x 10_6j) cos(3^) 

+ (2.593 x 10"6 + 6.244 x 10-7j) cos(40) 

+(3.955 x 10~8 + 2.113 x 10_8j) cos(54>) 

+(1.710 x 10"9 + 1.053 x 10_9j) cos(60) 

+ (1.160 x 10-10 + 8.708 x 10_11j) cos(7</>)) (20b) 

I3(<f>)    =    (4.299 x 10~5 - 8.291 x 10_6j) 

+2 x ((2.114 x 10-5 + 1.036 x lO_4j)cos(0) 

+(3.434 x 10-5 - 8.589 x 10~6j) cos(2<£) 

+(-3.751 x 10-6 - 8.496 x 10_6j) cos(3<0) 

+(1.517 x 10~6 + 1.390 x 10~6j) cos(4<£) 

+(3.801 x 10"9 - 4.419 x 10_8j) cos(50) 

+(-1.983 x 10~9 + 6.250 x Hrnj)cos(60) 

+(2.213 x HT11 + 1.394 x 10-10j) cos(7^)) (20c) 

/4(0)    =    (3.615 x 10-5 + 2.554 x 10_5j) 

+2 x ((1.000 x 10~4 + 4.208 x 10_5j) cos(0) 

+(-3.458 x 10-5 - 1.142 x 10_5j") cos(2<£) 

+ (9.557 x 10~6 + 8.611 x 10_7j) cos(3</>) 

+(4.909 x 10_T + 1.741 x 10~6j) cos(4<£) 

+(-3.519 x 10-8 - 2.570 x 10_8j) cos(5<?i>) 

+(1.763 x 10-9 + 8.925 x 10-10j) cos(60) 

+(-1.349 x 10-10 - 3.599 x 10_11j) cos(7</>)). (20d) 

177 



Case IV: j square loop 

Ii(4>)    =    (C.262 x 10-5 + 7.684 x 10~5j) 

+2 x ((7.725 x 1(T5 - C.418 x l(T5j) cos(</>) 

+(5.158 x 1CT5 + 5.748 x lCT5?') cos(20) 

+(-2.635 x 10-5 + 3.153 x KT5j) cos(3</>) 

+(-7.288 x 10~6 + 2.183 x 10~5j) cos(40) 

+(-8.068 x 10~7 + 3.686 x 10~7j) cos(5</>) 

+(-4.018 x HT8 - 6.655 x 10'8j)cos{64>) 

+(8.524 x 10~9 - 6.660 x 10~9j) cos(70)) (21a) 

h{<j>)    =    (1.328 x 10-4 + 3.919 x 10_5j) 

+2 x ((-8.426 x 10~5 - 1.476 x 10~4j) cos(^) 

+(-4.092 x 10~5 - 1.217 x W~4j) cos(2<f>) 

+(2.905 x 10~6 - 6.084 x lO"5.?) cos(30) 

+(2.019 x 10~5 - 3.321 x lO-6?) cos(40) 

+(9.769 x 10~7 + 1.072 x 10_6j) cos(50) 

+(4.690 x 10~8 + 1.203 x 10-7j) cos(6^) 

+ (-9.835 x lO-10 + 1.570 x 10~8j) cos(7<f>)) (21b) 

h{<t>)    =    (5.766 x HP5 - 3.622 x l(T3j) 

+2 x ((3.725 x 10~5 + 5.759 x 10~5j) cos(^) 

+(4.172 x 10~5 - 3.016 x 10_5j) cos(20) 

+(-1.789 x HT5 - 1.737 x 10_5i) cos(3(?!>) 

+(7.104 x 10-6 + 1.107 x 10~5j) cos(40) 

+(-9.462 x 10-8 - 6.786 x lO-7;) cos(5<£) 

+(-5.442 x 10~8 + 1.874 x lO-8?) c:os(6<?!>) 

+(3.616 x 10-9 + 6.581 x 10~9j) cos(7<£)) (21c) 

h(4>)    =    (1-125 x 10~5 + 1.367 x 10"4j) 

+2 x ((1.247 x 10~4 + 1.083 x 10_4j) cos(^) 

+(-1.054 x 10-4 - 5.352 x 10_5j) COS(2ö!>) 

+(4.668 x 10-5 + 5.128 x 10_7j) cos(30) 

+(-6.577 x 10~6 + 9.005 x 10~6j) cos(4<?!>) 

+(-2.529 x HT7 - 1.149 x 10"6j) COK(5^) 

+(7.442 x 10-8 + 8.655 x lO"8;) cos(6<£) 

+(-1.228 x HT8 - 3.989 x lQ~9j) cos(70)). (21d) 
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Figure 5:   2-D normalized EM radiated patterns of regions 0, 2 and 3 of square loop 
antennas. 
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Appendix B: Analytical Expressions of Coefficients of 
the Series 
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where 0! = sin  * ^ and «fe = tos  l £. The associated Legendre function P™(0) and its 
first-order derivative dP™{ti)/d9 are given by 
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Abstract 

Microstrip patch arrays find many practical applications in which they are 
mounted on curved surfaces such as those of aircraft and missiles, because of 
their major advantage of conformability. Radomes or superstrates are 
employed in practice to protect microstrip patch antennas from the 
environmental hazards such as rain, snow, and sand. The effects of this 
dielectric cover on the coupling between patches mounted on the curved 
surface can be expected to differ from those of planar models. 
In this paper, the mutual coupling between cylindrical-rectangular 
microstrip patch antennas with dielectric overlay are investigated. This 
investigation is performed by using the conformal FDTD method. The 
method is also applied to antennas mounted on flat structures for 
comparison. Numerical results for the effects of superstrate permittivity and 
thickness on the mutual coupling between cylindrical-rectangular microstrip 
patch antennas are presented. The curvature effects on the mutual coupling 
are also shown. The presented results in this paper are useful for the rigorous 
analysis of microstrip antenna arrays on conformed substrates with 
dielectric overlay in real-world applications. 

I. INTRODUCTION 

Mutual coupling is always a consideration when designing microstrip 
antenna phased arrays especially when elements are to be spaced very close to 
one another. In order to accurately characterize microstrip antenna phased arrays, 
mutual coupling between microstrip elements must be taken into account because 
of its possible undesirable effects. The effect of mutual coupling can potentially 
cause input impedance variations with excitation and scan blindness [1]. An 
accurate knowledge and understanding of mutual coupling can prevent potential 
problems with the usage of microstrip antenna arrays. 

183 



Microstrip patch antennas many practical applications in which they are 
conformally mounted on curved surfaces such as those of aircraft and missiles, to 
avoid drag forces. Although the mutual coupling effect of microstrip patch 
antennas on a flat substrate have been studied by a number of authors [2]-[4], 
limited investigations were done for microstrip patch antennas on a curved 
surfaces [5]. Furthermore, there has not been a single publication regarding 
mutual coupling analysis between microstrip antennas on a curved surface using 
the FDTD method. 

Indeed, radomes or substrates are employed in practice to protect 
microstrip patch antennas from the environmental hazards such as rain, ice, and 
dust. Unfortunately, this superstrate layer also causes great effects on the 
characteristics of microstrip structure, which have been indicated in many related 
reports [6]-[8]. However, these studies are mainly on the case of single patch or 
planar microstrip structures and the investigation on the superstrate-loaded 
conformal microstrip array structure is very scant. The effects of dielectric cover 
on the coupling between patches mounted on the curved surface can be expected 
to differ from those of planar models. 

In this paper, the mutual coupling between two microstrip patch antennas 
on both flat and curved surfaces will be considered. Furthermore, the mutual 
coupling between cylindrical-rectangular microstrip patch antennas with dielectric 
overlay are investigated. This investigation is performed by using the conformal 
FDTD method. The method is also applied to antennas mounted on flat structures 
for comparison. Numerical results for the effects of substrate and superstrate 
permittivity on the mutual coupling between cylindrical-rectangular microstrip 
patch antennas are presented. The curvature effects on the mutual coupling are 
also shown. The effect of the superstrate on the mutual coupling of such structures 
will be studied. The numerical results for some cases are compared to 
experimental results. 

II.       FDTD FORMULATION 

The top view of two coupled microstrip antenna patches for (a) E- and (b) 
H-plane configuration is shown in Fig. 1. A feed point of each radiation element 
is connected to a coaxial cable having a characteristic impedance of 50 Q. The 
feed points were adjusted to minimize the return loss at a center frequency when 
the individual elements lay on an approximately infinite substrate. All the FDTD 
simulations ran for 16384 time steps. The patch dimensions of 10x12 mm with the 
substrate thickness of 0.5 mm and the relative permittivity of sr=2.2 was used for 
all the plots shown in this paper except Fig. 4 for the comparison with the 
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experimental data. The uniaxial perfectly matched layer was used as a boundary 
treatment for all simulations in this paper [9]. 
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Fig.l Geometry of mutual coupling between microstrip patch antennas for (a) E- 
and (b) H-plane configuration. 

HI.      Curvature Effects on Mutual Coupling between Cylindrical- 
Rectangular Patch Antennas 

The geometries of the E- and H-plane cylindrical-rectangular microstrip 
antenna arrays are shown in Fig. 2. Three substrate curvatures were considered: 
r=16mm, 24mm, and fiat. Figure 3 shows the mutual coupling coefficient versus 
patch separation S, where S is measured in free-space wavelengths at the resonant 
frequency of 8.0566 GHz. It is found that although the coupling on flat substrates 
is higher for small patch spacings, it falls off faster than that on curved substrates. 
For large patch spacings, the coupling on the most tightly curved substrate is 
highest. It is for these larger patch spacings that the coupling through surface 
waves dominates, and it may be the increase of surface waves in the axial 
direction of the cylinder causing this effect. 

A comparison is made between the FDTD analysis and the experiment. 
The dual patch of 1 cm x 1 cm antenna arrays were built and measured. In the 
experiment, 2X,o space was allowed from the edge of the patch. The substrate is 
0.2 mm thick with a relative dielectric constant of 3.38. This geometry was 
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modeled using the regular FDTD and the conformal FDTD for flat and curved 
substrates, respectively. The simulations ran of size (0.2 mm)3. The substrate and 
ground plane was assumed to be infinite in the simulation. Figure 4 shows the 
calculated and measured mutual coupling coefficients versus the frequency for the 
E-plane configuration. The experimental data are less than 5 dB lower than 
numerical data for most of cases. This discrepancy can be explained by 
considering cable and connector loss which is not calibrated in the experiment. 
Considering as these losses are, the experimental results show the same behavior 
as numerical FDTD prediction and a good agreement between the measured and 
computed data is shown. 

(a) (b) 

Fig. 2. (a) E- and (b) H-plane configuration of rectangular microstrip patch 
antennas on dielectric coated conducting circular cylinder. 
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Fig. 3. (a) E- and (b) H-plane mutual coupling coefficient as a function of 
separation between the patches for curved and flat surfaces for sr = 2.2. 
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Fig. 4. Mutual coupling coefficient as a function of frequency for (a) flat and (b) 
curved substrate for the E-plane configuration. 
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IV.      Superstrate Effects on Mutual Coupling between Cylindrical- 
Rectangular Patch Antennas 

The geometry of a cylindrical-rectangular microstrip patch antenna loaded 
with a superstrate layer is shown in Fig. 5. The grounded conducting cylinder has 
radius a. A rectangular patch mounted on the substrate of thickness d (= b-a) and 
relative permittivity sri. On the top of the patch is the superstrate layer of 
thickness t(= c-b) and relative permittivity sr2. 

Substrate sri 

Superstrate sr2 

Ground 
conducting 
circular 
cylinder 

Rectangular 
patch 

Free space So, uo 

Fig. 5. Geometry of a superstrate-loaded cylindrical-rectangular patch antenna. 

Without dielectric cover, the resonance was found at 8.0566 GHz and with 
sr = 2.2 and sr = 5.0 superstrate with the thickness of 0.5 mm, the resonance was 
at 7.9101 GHz and 7.6171 GHz, respectively. Fig. 6 shows the mutual coupling 
coefficients for the patch with and without the dielectric cover for the curved 
substrate. As a function of S in wavelength, the coupling is only slightly higher 
with a dielectric cover than one without it. In Fig. 7 and Fig. 8, a comparison is 
made between flat and curved substrates with dielectric covers on the mutual 
coupling coefficients for sr = 2.2 and sr = 5.0 substrate, respectively. 
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Fig. 6. (a) E- and (b) H-plane mutual coupling for curved structure with and 
without dielectric cover. sri=2.2, sr2=2.2. 
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Fig. 7. (a) E- and (b) H-plane mutual coupling for flat and curved structure with 
dielectric cover. sri=2.2, sr2=2.2. 
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Fig. 8. (a) E- and (b) H-plane mutual coupling for flat and curved structure with 
dielectric cover. sri=2.2, sr2=2.2. 
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V.       CONCLUSION 

The effect of curvature on the mutual coupling between two rectangular 
microstrip patch antennas fed by coaxial cable on a cylindrical structure has been 
calculated by using the CFDTD method. For the comparison, the microstrip patch 
antennas on a flat substrate structure is analyzed. The CFDTD method has been 
successfully applied on the curved PEC and dielectric material modeling as well. 
It has been observed that the mutual coupling level is strongly affected by the 
different shaped substrate structure. The presented results for the mutual coupling 
of three different substrate structures are useful for the rigorous analysis of 
microstrip antenna arrays on conformed substrates in real-world applications. The 
mutual coupling versus patch separation of H-plane configuration decreases more 
rapidly than that of E-plane configuration and of flat surfaces were rapidly than of 
curved surfaces. The mutual coupling analysis for curved substrate using the 
CFDTD method is compared with the experiment. The mutual coupling with 
dielectric cover layer shows very similar behavior as that without cover layer not 
only for flat but also for curved substrate. 

The problem associated with this method is the large memory capacity and the 
long CPU time required for the calculations. The CFDTD method, however, 
seems to hold great promise for use in CAD systems in conjunction with a mesh 
generator for other curved surfaces not necessarily cylindrical. 
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Abstract: The microstrip patch is a very popular antenna because it is a low 
profile antenna, can be non-planar, is easy to manufacture and inexpensive, 
robust, and can be designed to produce a wide variety of patterns. However, 
patch antenna designs have some limitations such as restricted bandwidth of 
operation, low gain and surface wave losses. In order to avoid this effect, a 
Photonic Band Gap (P.B.G.) structure with a periodic square array of holes 
is proposed in this paper as a substrate. An analysis of the performance of a 
patch antenna on a PBG substrate has been carried out. An important 
reduction in the surface waves has been observed in the simulations, which 
consequently leads to an improvement of the antenna efficiency and a 
reduction of side lobe level. 

1.   Introduction 

In this century, control over materials has spread to include their electrical 
properties. Advances in semiconductor physics have allowed to tailor the 
conducting properties of certain materials, thereby initiating the transistor 
revolution in electronics. With new alloys and ceramics, scientists have invented 
high-temperature superconductors and so on. 

In the last decade a new frontier has emerged with a similar goal: to control the 
optical properties of materials. If we could engineer materials that prohibit the 
propagation of light, or allow it only in certain directions at certain frequencies, or 
localize light in specific areas, our technology would benefit. 

Photonic Crystals, also known as "Photonic Band Gap (PBG) Materials" are 
artificial materials that have these properties, and they are the photonic analogues 
of semiconductors. They represent a new frontier in quantum optics and offer 
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many new technological applications. Unlike semiconductors, which facilitate the 
coherent propagation of electrons, PBG materials facilitate the coherent 
localization of photons. 

Although one dimensional photonic crystals have been around for decades in the 
form of highly reflecting dielectric coatings for mirrors, the idea of making a two 
or three dimensional photonic crystal is only about 10 years old. 

Two parameters, a spatial period (pitch or lattice constant) and the amplitude/ 
modulation depth of refractive index characterize a periodic structure. 

In these periodic structures, electromagnetic mode distributions and their 
dispersion relations are generally different from those in free space. The concepts 
of photonic band structures can be easily explained by extending periodicity from 
one-dimensional space to three dimensions [1,2, and 3]. 

Such photonic crystals find their application in patch antennas as substrate for 
suppression of surface waves excited in the substrate by the radiating element. 
Suppression or reduction of surface waves is expected to improve antenna 
efficiency, and to bring a reduction of side lobe level due to diffraction of surface 
waves at the edges of the antenna substrate [4, 5, 6, 7, 8 and 9]. 

2.   Patch antenna design 

There are many configurations to feed microstrip antennas, but the one used in 
this paper consists of a microstrip line going up to the 50Q feeding point (see 
Figure 1). The patch antenna dimensions are 31.98x15.527 mm and the thickness 
of the substrate (sr =10) is 12mm. With these parameters a working frequency of 
1.78 GHz has been obtained (see Figure. 2). The ratio h/A0 is 0.07 which leads to 
an appreciable excitation of surface wave modes [10]. 

The directivity far field radiation pattern for the antenna is plotted in Figure 3. 
The effects of surface wave modes can be observed in the radiated power at 90 
degrees and in the back radiation where a high contribution of the power coming 
from the surface wave is obtained. Furthermore, there is an important ripple in the 
main beam due to the interference of these surface wave modes in the forward 
direction. 
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3.   PBG design 

While the previous section has defined the patch antenna configuration for which 
the effect of surface mode generation has to be minimized, we now present the 
design of the photonic band gap substrate. Different kinds of PBG structures can 
be used as substrates but for simplicity, the proposed structure is a square lattice 
of air columns embedded in a dielectric medium, see Figure 4 [1, 11]. The 
dielectric material is again taken as having a dielectric constant Sr=10. 

The direct lattice of a two-dimensional structure, periodic in the x-y plane, is 
described by two main vectors placed in the same periodic plane. As the two- 
dimensional photonic crystal is formed by a square lattice, the vectors that define 
the direct lattice for this lattice can be written as: 

arax. a) 
a2 = a ■ y 

where a is any lattice size, so the structure is defined in normalized units. Another 
parameter that will be used to define the structure is the r/a ratio, where r is the 
radius of the column. With the primitive lattice vectors defined, the reciprocal 
lattice vectors can now be fixed. These vectors are defined as: 

*i=—y 
a (2) 

2-71 . 
b2 = x 

a 

The irreducible Brillouin zone for this case is defined by three special points 
called     T,     X     and     M     which     are     corresponded     respectively     to 

t. =0, L =—x, L = — x+—y which describe it completely. Sweeping over this 1 a a       a 
zone, all directions in the k-space of the propagating incident waves will have 
been taken into account fully characterizing the dispersion relation for the 
photonic crystal. 

With these definitions, the so-called "gap map" [1] for the structure was obtained 
by fixing the dielectric constant and sweeping the r/a ratio. The gap map then 
allows us to choose the r/a value to maximize the available photonic band gap for 
the desired frequency of operation. Figure 5 shows the TE and TM polarization 
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gap maps with a dielectric constant of 10. Along the horizontal axis of the gap 
map is the r/a ratio of the columns; along the vertical axis is the normalized 
frequency (f -ale). 

Using these maps and taking a working frequency of 1.8 GHz, the lattice size (a) 
can be obtained. There are different possibilities, but the selection criteria will be 
governed by minimizing the total device size. The only surface mode in 
propagation is the TM0, so one only has to consider the TM polarization map. 
With these two premises, the selected r/a value was 0.48 together with a 
normalized frequency 0.27, giving a lattice period of 44.6 mm. This means that 
the radius value was fixed to 21.4 mm. 

4. PBG antenna 

The selected PBG structure was a square lattice of air holes (see Figure 1). 
Following the description given in 3, the distance obtained between holes is 44.6 
mm and the radius of the holes 21.4 mm. The input return loss for this antenna is 
shown in figure 2. The working frequency is 1.81 GHz. A small frequency shift is 
observed in relation to the conventional patch antenna, due to the variation of the 
relative dielectric constant around the antenna. 

Figure 2 already shows an improvement in the input return loss. An increase in 
the bandwidth, from 1.6 % for the conventional case to 3 % for the PBG antenna, 
is obtained. 

Figure 6 shows the directivity far field radiation obtained for the PBG antenna. A 
reduction in the back radiation as well as in the radiation at 90 degrees is obtained 
for all cuts. The radiation pattern in the H-plane appears without ripple 
demonstrating again the reduced levels of surface wave modes. The other cuts 
present a small ripple, which can be attributed to radiation from the feeding line. 
Using other kinds of feeding techniques may overcome this effect. 

Finally, looking at the normalization directivity values for each radiation pattern, 
a directivity improvement in the forward direction of 3.5 dB is obtained. 

5. Conclusion 

The proposed PBG structure appears to be a promising solution to avoid surface 
wave modes in patch antenna configurations. Improvements in input return loss, 
directivity,   bandwidth   and  radiation   patterns   have   been   reported.   Future 
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applications in array configuration are under study to improve the antenna 
efficiency and the reduction of the mutual coupling. 
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Figure 1: Schematic for PBG antenna design. 
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Figure 2: Input return loss (Sll) for the conventional patch antenna (dashed line) 
and for the PBG antenna (solid line). 
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Figure 3: Directivity far field radiation pattern for the conventional patch 
antenna. The thick black line is the H-plane cut, the smooth line is the 45 degrees 
plane and the dashed line is the E-plane cut. 

Figure 4: Two-dimensional photonic Crystal formed by a square array of air 
columns embedded in a dielectric medium. 
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Figure 5: Gap Map for TE (left side) and TM (right side) polarizations in the case 
of air columns in a dielectric substrate with e  = 10. 
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Figure 6: Directivity far field radiation pattern for the PBG patch antenna. The 
thick black line is the H-plane cut, the smooth line is the 45 degrees plane and the 
dashed line is the E-plane cut. 
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Abstract - Reconfigurable multi-band antennas are attractive for many 
military and commercial applications where it is desirable to have a single 
antenna that can be dynamically reconfigured to transmit and/or receive on 
multiple frequency bands. Such common-aperture antennas find 
applications in space-based radar, unmanned aerial vehicles (UAVs), 
communication satellites, electronic intelligence aircraft and many other 
communications and sensing applications. The reconfigurable antenna can 
be envisioned as an array of microstrip patch elements that are resonant at 
the highest operation frequency f^, that can be connected together using 
switches to form groups of elements that are resonant at several lower 
frequencies fmJa» where a{, i= 1,2,...,N are scale factors related to the 
element groupings. It is easy to envision that an array that can be 
reconfigured to operate over a relative bandwidth of 100:1 would require 
hundreds and perhaps thousands of switches. Hence, a critical component of 
the reconfigurable antenna is the switches or relays used to interconnect the 
patch elements. Moreover, the efficiency (insertion loss) and effectiveness 
(isolation) of the switches will dictate the overall performance of the 
reconfigurable antenna array. One type of switch that has received a lot of 
attention recently as a candidate for reconfigurable antennas is the micro- 
electromechanical system (MEMS) switch. In this paper, we present design 
and modeling details for a prototype reconfigurable muli-band antenna using 
MEMS switches. A general adaptive reconfigurable (GARF) feed 
methodology is employed to allow various antenna configurations to have 
independent feed structures, and hence be tuned independently. We present 
computer simulations and measurement results for a small reconfigurable 
patch module (RPM) that may be used as a building block for a larger array 
in a tile architecture. 
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1.   Introduction 

Antennas for many airborne vehicles such as UAV's, satellites and ELINT 
aircraft are required to satisfy a diverse range of requirements imposed by radar 
and communications systems in order to maximize the effectiveness of the aerial 
platform. It is highly desirable to have a single antenna that could be 
automatically reconfigured [1-16] to satisfy the frequency band and gain 
requirements of different applications. In this manner, several communications 
and remote sensing systems could utilize a common antenna aperture, resulting in 
considerable savings in size, weight and cost. 

A typical example is in a space-based radar scenario, one may want to have a 
satellite antenna that can be dynamically reconfigured to provide SAR at X-band 
communications at L-band, and AMTI radar at S-band. Another example is the 
Global Hawk UAV, where it would be desirable to have a single antenna aperture 
that could be reconfigured to provide communications from VHF to K-band 
foliage penetration (FOPEN) radar from VHF to L-band, and SAR at X-band' 
There are many applications in both the military and commercial arenas where it 
would be desirable to combine the functionality of a number of antennas. 

A key enabling technology for the successful development of reconfigurable 
multi-band antennas is the development of switches with low-loss, high-isolation 
and low bias power requirements. Below approximately 1 GHz, PIN diodes [11- 
12] are extremely efficient and are suitable switching elements. Above 1 GHz 
various photonic switches have been proposed for microwave antenna 
applications [5-7,13-14], but have met limited success for one reason or another 
Recently micro-electromechanical system (MEMS) switches have been receiving 
a lot of attention [1,2,15-16] as potential antenna switching elements. 

MEMS switches have several characteristics that are attractive for reconfigurable 
antenna development. Among these are their inherent wide bandwidth, low 
insertion loss (-0.2 dB), and low bias current in both the ON and OFF states The 
low bias current is due to the fact that the switch operates using electrostatic 
force. A voltage excitation is required to actuate the switch, but once actuated 
the switches hold their ON/OFF state with very little bias power. Hence, these 
switches can be very efficient. Another advantage is that the MEMS devices are 
being manufactured using silicon IC batch-processing techniques, thereby 
leveraging previous investments in processing facilities. 

While conceptually simple, the development of a reconfigurable phased-array 
antenna spanning several decades of frequency bandwidth poses several design 
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challenges. The first design decision is the choice of the antenna elements 
themselves. It is anticipated that some type of an antenna patch element would be 
used, due to their low profile and the fact that they can be fabricated easily using 
PC board techniques. The design of patch radiating elements for a given board 
material and thickness is fairly standard [17-19]. The real challenge is developing 
interconnection and feed structures to connect the antenna elements, switches, and 
phase shift elements together in such a way that the antenna may be reconfigured 
to meet the needs of various applications. 

Another difficulty in developing multi-band antennas with wide separation 
between bands is achieving a large instantaneous bandwidth in each band, 
particularly at the low frequency band of operation. The element to ground-plane 
separation imposes a bandwidth limit at the lowest frequency band due to the 
close proximity of the element to the ground plane. When the elements are 
grouped together at low frequency to form an "effective patch" consisting of a 
grid of smaller elements there is an additional "element fill factor" that tends to 
limit bandwidth. At the upper frequency band of operation, surface waves are the 
limiting factor. 

A general adaptive reconfigurable feed (GARF) methodology is proposed for 
designing reconfigurable multi-band antennas such that the feeds for the various 
configurations may be designed and tuned independently. A reconfigurable patch 
module (RPM) is proposed to be used as a building block for a larger array in a 
tile architecture. We present design, simulations and measurement results for a 
dual-mode RPM capable of operating at both S-band and X-band. 

2. Background on MEMS Switches 

An excellent review article on RF-MEMS devices is presented by Brown [1]. 
Essentially, the MEMS switch is a micromachined device consisting of a 
membrane or strip of metal suspended over an electrode. Activation of the switch 
is caused by an electrostatic field induced by an applied voltage. The main 
advantage of these devices is that once the switch is activated, there is almost no 
power required to hold the switch in the activated state. Hence, the MEMS switch 
is an extremely efficient device. 

Current MEMS Switch designs employ one of three mechanical configurations: 
either the cantilever, air-bridge or diaphram [1]. The cantilever switch, illustrated 
in Figure 1, consists of a thin strip of metal and dielectric fixed at one end and 
suspended over an air gap. The air-bridge, illustrated in Figure 2, is a 
metal/dielectric strip that is fixed at both ends and suspended over an air gap in 
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the middle. The diaphram consists of a metal/dielectric membrane fixed around 
the edges and suspended over an air gap in the middle. The circuit configurations 
used by the MEMS switches can be either series or parallel. Contacts are either 
resistive (metal-metal) or capacitive (metal-insulator-metal). 

Several MEMS switches have been investigated to date with varying degrees of 
success. Two of the more successful approaches [1] are 1) the cantilever switch 
with a series-connected metal-metal contact, similar to Figure 1; and 2) the air- 
bridge switch similar to Figure 2 with a parallel-connected metal-insulator-metal 
contact Other mechanical configurations such as diaphrams have not been 
successful [1]. 

Signal In     Pull-Down     Signal Out 
Electrode 

Signal In     Pull-Down      Signal Out 
Electrode 

(a) OFF State (b) 0N State 

Figure 1: Illustration of cantilever MEMS switch. 

Membrane 

Ground 

Signal In —| 

Ground 

Signal Out 

Lower Electrode 

Figure 2: Illustration of air-bridge MEMS switch. 

2.1 Series-Connected Cantilever Switch 
Series-connected cantilever MEMS switch designs have been developed 
independently by both Hughes Research Lab., Malibu, CA and Rockwell Science 
Center, Thousand Oaks, CA. The operating principle is that electrostatic force 
created by an induced voltage is used to move a cantilever that series-connects the 
RF circuit. Both the Hughes and Rockwell switches have proven successful in 
achieving low insertion loss on the order of 0.2 dB from DC to 40 GHz in the ON 

206 



State and high isolation on the order of 30 dB DC - 15 GHz and 20 dB 15 GHz - 
40 GHz in the OFF state. Both of these switches appear to be well-suited for 
reconfigurable antenna applications. 

2.2 Parallel-Connected Air-Bridge 
Another successful MEMS switch is the parallel-connected air-bridge switch. 
This switch was developed by Raytheon/TI, Dallas, TX. This switch utilizes a 
metal-insulator-metal bridge that in the ON state loads the center contact with a 
small capacitance (high impedance), and in the OFF state, shorts the center 
contact to ground with a high capacitance (low impedance). The insertion loss 
with the parallel air-bridge in the ON state is about 0.3 dB from DC - 40 GHz, 
comparable to the series cantilever. The isolation in the OFF state, however, is 
rather poor for frequencies below 15 GHz. The OFF-state isolation shows a linear 
trend: 30 dB at 35 GHz, 20 dB at 15 GHz, 10 dB at 5 GHz, etc. This poor 
isolation at low frequency is due to the fact that the switch capacitance Cs shunts 
the characteristic impedance Zo of the transmission line. The isolation ISO can be 
determined from circuit theory as [ 1 ] 

ISO = 10 logio [1-K© Zo Cs)2]. 

Hence, as a -» 0, ISO -» 0 dB. 

Because of the inherent poor isolation of the parallel-connected air-bridge 
switches, we would expect that the series-connected cantilever switches would be 
more useful for reconfigurable antennas that operate below 15 GHz. 

MEMS switches have several inherent limitations. The first limitation is 
switching speed, which is typically several microseconds [1,2]. This should not 
be a severe limitation, however, and would allow sufficient time for the antenna 
to be reconfigured for various communication and radar functions. A second 
problem with MEMS switches is mechanical "stiction" [1]. Since the MEMS 
device is mechanical in nature, the device parts can sometimes become bonded 
together upon physical contact. MEMS researchers are currently working 
vigorously to solve the stiction problem. 

3. Reconfigurable Patch Module (RPM) Concepts 

We now develop concepts for the reconfigurable patch modules (RPMs) that are 
essentially the building-blocks, or sub-array elements, in a reconfigurable 
antenna. The RPM utilizes one or more patch antenna elements in combination 
with MEMS switches to allow multi-frequency reconfiguration.  Essentially, the 
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SecLrt6 fimdamental buiWing block in our «configurable antenna tile 

We restrict our attention to microstrip patch antenna elements due to their low 
profile, ow cost, low weight, and ease of fabrication. The antenna elements with 
potential tor consideration are: 

• Rectangular Patch 
• Rectangular Resonant Patch Stack 

Printed Circuit Dipole 

S^7+i,
differenCe b6tWeen the Tectan^* Patch and the resonant patch 

stack is that the resonant patch stack has a broader bandwidth. 

We could consider more "coarse-grain" elements with inherent broadband 
characteristics such as spiral antennas and linear log-periodic elements. However 
we prefer to use me "fine-grain" microstrip patch elements because there is a 
greater degree of flexibility m terms of configuring the array for multi-frequency 
and phased-array applications using fine-grain elements. Another reason for not 
selecting spiral elements is that spiral antennas are inherently circularly polarized 
whereas linear polarization is normally used for SAR. 

The design of microstrip patch elements is rather straightforward, and can be 
found m many texts [17-19]. The design of a reconfigurable multi-band antenna, 
however, involves the combination of patch elements and MEMS switches in 
such a way that the antenna can be reconfigured to adapt to different frequency 
bands. Precisely how to connect these elements together such that the module has 
the desired frequency bandwidth, impedance, and radiation characteristics is the 
problem under consideration. 

pmfS 3^5 iUuStrate P°SSible «"fig"«*«« of the antenna elements in the 
KPMs Figure 3 [3-5] shows a printed dipole RPM, consisting of dipole 
segments series-connected with MEMS switches. By symmetrically switching in 
dipole segments on either side of the generator, the dipole resonant frequency is 
changed by a scale factor. J 

In Figure 4 [6], a single rectangular patch is series connected with a MEMS 

Z? t0tr°^er Patfh $egment t0 ^ ** patcL The concePtof tuning a single 
patch with additional patch segments could be extended to include several patch 
segments, and hence be reconfigured for a wide range of frequency bands 
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Yl Yl XSK YL 

r 

(a) RPM resonant at frequency^ 

y\     H—KSH M 

Inactive elements 

Inactive element 

(b) RPM resonant at frequency f012 

(c) RPM resonant at frequency^ / 3 

Figure 3: Printed dipole reconfigurable patch module (RPM). Printed 
circuit dipole segments are connected by series MEMS switches. 
Closed MEMS switches are indicated by solid lines connecting dipole 
segments. Dipole is fed by a generator at the center. 

Inactive 

(a) MEMS switch open;   (b) MEMS switch closed 

Figure 4: Single rectangular patch reconfigurable patch module (RPM). 
(a) RPM resonant at frequency fy (b) RPM resonant at frequency f0 !p 
where p is a scale factor. RPM consists of two rectangular microstrip 
patch elements of different size connected by a transmission line and 
series MEMS switch. 
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D D □ D| 
DDDG! 
DDDDi 
DDDD| 

D 
D 

• • • 

D 
D 

(a) RPM resonant at frequency/«. All patch elements are active. 

•   •   • 

(b) RPM resonant at frequency/,, / 2. Contains both 

^^ Inactive 

active and inactive elements. 

• • • 

(c) RPM resonant at frequency/, / 4. Contains both active and inactive elements. 

Figure 5: AM Microstrip patch reconfigurable patch module (RPM). All antenna 
patch elements are assumed to be connected with MEMS switches   Solid line 
between dements indicates a closed switch, no line indicates an open switch 
Dashed line separates the RPM modules. 
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Figure 5 illiustrates a 4x4 element microstrip patch RPM [1]. This RPM uses a 
symmetric 4x4 array of patch elements, where each patch is series-connected to 
each adjacent patch in the vertical direction with an MEMS switch. With all of 
the switches open, the array is resonant at frequency f0. When two elements are 
connected together as in Figure 4(b), with a column of inactive elements 
separating each pair on connected elements, the array is vertically polarized and 
resonant at frequency f012. Similarly, if four elements are connected together as 
in Figure 4(c), with three rows of inactive elements separating each row of active 
elements, the result is a vertically polarized array resonant at frequency f0 I 4. 
Note that the second row of active elements would actually be located on an 
adjacent RPM in a tile architecture. 

The RPM configurations considered in Figures 3-5 each have inactive elements 
in certain configurations. For example, in Figure 3(a) there are four inactive 
dipole segments when the dipole is resonant at frequency f0. In figure 4(a), the 
patch segment is disconnected from the main patch element, and is hence inactive. 
In Figure 5 (b) and (c), the 4x4 patch array has columns of inactive patch 
elements when the array is resonant at frequency f012 and/0 / 4, respectively. 

The examples considered in Figures 3-5 illustrate possible configurations or 
conceptual starting points for RPM design. Each of these designs has its own 
merits and advantages and disadvantages. The square or rectangular microstrip 
element array appears at first to be the most general and attractive configuration. 
However, practical design experience has shown that there are certain limitations 
of this approach. For example, it is difficult to obtain a large bandwidth at the 
low frequency band due to the height of the element above the ground plane. 
Another limitation is that the rectangular patch configuration is somewhat limited 
in the selection of frequency band due to the discrete number of patches and finite 
element separation. The segmented patch concept illustrated in Figure 4 may be 
conbined with a rectangular patch array to allow fine-tuning of the frequency 
band center frequency. Dipole patch arrays may offer some additional benefits as 
well. 

4.   General Adaptive Reconfigurable Feed (GARF) Methodology 

Once the antenna elements themselves are chosen and designed, the RPM is not 
complete unless we have a method of feeding the elements with the appropriate 
excitation amplitude and phase in the various configurations. In addition, 
impedance matching must be done in order to minimize reflection loss. The 
design of corporate feed structures for microstrip patch arrays is straightforward 
[17-20].   What complicates the design is that either the same feed mechanism 
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must work for all array configurations, or the feed mechanism must adapt as the 
array is reconfigured. 

Although it is possible conceptually, it is not likely that the same feed structure 
will be used for all array configurations. In a simple, canonical design it is 
conceivable to get away with a single corporate feed. But practical design 
experience dictates that feed linewidths and lengths will need to be tuned in order 
to maximize the performance of the antenna. The likelihood that this tuning or 
impedance matching, will be valid for all array configurations in a more 
complicated design is very small. 

A more general feed design is to use an approach whereby multiple feed 
transmission lines are run in parallel beneath the active antenna elements Vias 
are placed at selected points to bring the appropriate feed line to the appropriate 
microstnp patch element at the surface in the proper feed location MEMS 
switches are placed directly on the patch elements themselves to connect the patch 
element feed points (typically somewhere on the interior of the patch elements 
about 1/3 from the edge for a rectangular patch) to the feed vias This 
arrangement is illustrated in Figure 6. We call this new method of feeding the 
antenna elements the general adaptive reconfigurable feed (GARF). 

A second advantage to using the GARF approach is that it allows for a method of 
properly terminating unused elements in the array. That is, in addition to the 
parallel feed transmission lines beneath the antenna element plane, we could have 
several termination lines connected with various load termination impedances 
As the array is reconfigured, MEMS switches will connect the unused antenna 
elements to vias that lead to the appropriate termination line as illustrated in 
Figure 7. 

The GARF method conceptually provides a method of feeding the RPMs and 
array elements in such a way that the feed mechanism is adaptive. Each array 
configuration has its own feed transmission line that may be individually tuned 
for optimal performance. It also allows a mechanism for properly terminating 
unused array elements in the various configurations. 
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®  Open MEMS 

•  Closed MEMS 

t      :   I   =    I 
• —    — 

•<— 

Feed-1 
'  Feed-2 
Feed-3 

(a) RPM resonant at frequency f0. Patches fed via Feed-1. 

fUffi   fba 

zn     Feed-1 
=i     Feed-2 

3    Feed-3 
(b) RPM resonant at frequency/0/ 2. Patches fed via Feed-2. 

l/LÄJf     ®/_W 

Feed-1 
Feed-2 

3     Feed-3 

(c) RPM resonant at frequency f0l 3. Patches fed via Feed-3. 

Figure 6: Illustration of General Adaptive Reconfigurable Feed (GARF) 
design for feeding multi-frequency reconfigurable antennas. Design 
allows each array configuration to be fed independently, simplifying 
impedance matching procedure. 
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Feed-1 
Feed-2 

Feed-3 
Termination Line 

Figure 7: Illustration of General Adaptive ^configurable Feed (GARF) desien 
for termmatmg unused elements in multi-frequency reconfigure antenna 

5. Design, Simulation and Measurement Results 

faS£S?£S^ r H "dOPed ,t0 °Perate St ^ distinCt "* widely-separated 
3       m*°™ ^ f^lT t0 deVd0P md mterma ** ™°*** at 
Si^orR    } mi 10 GHz <X-band)-  A square microstrfP element 

™n8   7 .WaS Ch0Sen aS ±e basic «"to« e^ment.   The 10 GHz 
S 2 GH^«e^ere T T? t0gether Usin^ ** mic^trip lines to form 
tte 2 GHz  effective element". Since MEMS switches were not available at this 

^I^l^TI^ **or "*"* a sma11 gap was used » r~- 
due8 to te'f"^ ?88° material (Sr=2-2' tan5=-0009) wa* chosen as the substrate 
due to its low dielectric constant and loss tangent. Two substrate thicknesses 
were investigated:   062" and .125».    Computer simulations were Xd to 

SeS6    : ZUt "^r*' retUm l0SS ^ radiation Patte™ of the aSenna Several prototypes were built and tested using the .062" substrate.   The   U5" 
dielectric is currently on back-order.     Therefore, measurement results are 
presented only for the .062" substrate. 

°%2^tr^KPhitSOphY ^S t0 Start ^ a Square Patch eIement on the 
i(1> ^T«?' T f6, ** PatCh dimensions *™ designed to resonate at roughly 
location w^7? TntS Were Pr0be-fed fr0m *« bottom- The initial probe location was determined approximately using a cavity model. A more accurate 
computer simulation was then performed using HFSS 
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5.1 Results for .062" substrate 

We began by designing a single patch resonant at 10 GHz (X-band). A square 
patch was used with dimension .364" square on the .062" substrate. The patch 
was probe-fed from the bottom. The probe position was initially determined 
using a cavity model, then fine-tuned with HFSS. The optimized probe position 
was .062" from the center of the patch. Figures 8-10 show the HFSS and 
measured impedance, return loss and radiation patterns for the single patch. Note 
that there is a slight difference between the simulation and measured center 
frequency (9.38 GHz vs. 9.82 GHz). We believe that the simulation is limited in 
its ability to accurately model the resonance frequency. The measured bandwidth 
is 4.28% versus 4.7% for the simulation. The phase rotation between the 
simulation and measured smith-chart impedance is due to the electrical length of 
the probe feed. There was no attempt to optimize the center of the resonance 
frequency, since this could be trivially done by adjusting the size of the patch. 

Figures 11-13 show similar simulation and measurement results for an open 3x1 
patch array. In Figure 11(a), we see that the array consists of three patches 
identical to the single patch discussed above. The feed location is the same. Note 
that there are now .040" lines extending from each patch with an .050" gap to 
simulate an OPEN MEMS switch. The simulated and measured center frequency 
for the antennas are 8.48 GHz and 8.955 GHz. Note that there is a significant 
drop in both the simulated and measured center frequency, due to the addition of 
the .040" open transmission lines, which detune the patches. Again, the 
simulation underestimates the resonance frequency. The measured bandwidth of 
4.13% was actually larger than the simulated value of 3.5%. This could be due to 
the higher center frequency for the measured data and the error due to the discrete 
simulated frequency step size. 

Figures 14 and 15 show simulated and measured data for the closed 3x1 array. 
No radiation patterns were measured for this antenna due to the low frequency 
limit of the anechoic chamber. In Figure 14(a), we see that the .050" gap in the 
.040" transmission lines connecting the patches is now removed, simulating a 
CLOSED MEMS switch. The simulated and measured center frequencies are 
1.905 GHz and 1.8527 GHz. Here, the simulation overestimates the resonance 
frequency. The simulated and measured bandwidths are 0.2% and 0.05%. These 
bandwidths are not acceptable for most applications, and would need to be 
increased. Part of the reason for this low bandwidth is that we constrained the 
OPEN and CLOSED feed locations to be the same. Note in Figure 15(a) that 
there is not a good impedance match for the CLOSED antenna. The simulated 
impedance match in Figure 14(b) is not a bad match, however. 
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Figures:   Simulation results for a single X-band patch.   Bandwidth:   fL= 9.16 
GHz; fH= 9.60 GHz; BW= 4.7%. 
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Figure 9: Measured impedance and return loss for a single X-band patch. 
Bandwidth: fL= 9.61 GHz; fH= 10.03 GHz; BW= 4.28% 

217 



(a) E-Plane Pattern 

(b) H-Plane Pattern 

Figure 10: Measured radiation patterns for single X-band patch. Amplitude is 
normalized to near OdB at boresight. 
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Figure 11: Simulation results for an open 3x1 patch array resonant at X-band. 
Bandwidth: fL= 8.33 GHz; fH= 8.63 GHz; BW= 3.5%. 
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Figure 12: Measured impedance and return loss for an open 3x1 patch array 
resonant at X-band. Bandwidth: fL= 8.77 GHz; fH= 9.14 GHz; BW= 4.13%. 
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Figure 13: Measured radiation patterns for an open 3x1 patch array resonant at 
X-band. Amplitude is normalized to near OdB at boresight. 
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Figure 14: Simulation results for a closed 3x1 patch array resonant at S-band 
Bandwidth: fL= 1.903 GHz; fH= 1.907 GHz; BW= 0.2%. 

222 



REF 1.0 Units 
200.0 fnUhi-bB^ 

SB.735  n   4.7002 0 $ 

MARKER  i 
■■1.852T 

poirrt.    42- 

START   : ■..' 
iiaaaaaaaaB GHZ 

L.S52B'-GHz 
■ 2Sv7B5::*} 

4.700H n 

1.8522'GHz) 
27.203 tt 

■8. '8271,0, 

MflRKER 3 
1.8532J GHz 

2.4277.12-:.' 

.STOP- 
1.3000000013 GHz 

25 
17! 

(a) Input Impedance 

►Sii-<M1 . 
BEF 0.0 dB 

log  MRG 

V  -10 
.0 dB-' 
.243 dB  

• 
=MARI 
...,■ J 

<ER 
.85Z 875 GHz 

poirr ;    42* 

'■■■/ 

if 
V:i 

■ "' -■ 

1 
.... 

■ !''"'" 

....    .   j ■            j 
  J i.   .■„■■' 

»fMflRKER :1, 
1.8528 GHz 
-10.243 dE 

MflRKER .2 
1.8522 ;'GHz 
T9.9785 dB 

MßRKER 3 
1..8532.,GHz 
-10.014 dE 

(b) Return Loss 

Figure 15: Measured impedance and return loss for a closed 3x1 patch array 
resonant at S-band. Bandwidth: fL= 1.8522 GHz; fH= 1.8532 GHz: BW= 
0.05%. 

223 



todv^rs  i   eyident *** is difficuit to achieve adequate 

sMct^thi?   l™?TenCy band/ 0ur initial h^othesis was ** « due strictly to the height of the antenna elements above the ground plane    Further 
investigation proved otherwise. From Pozar [21, Fig. 1, p 1581 the bandwidth of 
arectangularpatch at 2 GHz on .062" substrate should ^S'^S^m 
bandwidth. Our simulated bandwidth (good impedance match) SL a factor of 5 
lower than this value, while our measured bandwidth (poor impedance match) 

i^ractaCt0r °f t°-1*™ ^ ValUe- T° Veiify ** a 1% bandwid* S m practice, we built up a simple 2 GHz square patch on the .062" substrate. The 

cent TS1°nS We?L97:xL97" "** the feed probe located .364" from the 
center.   The measured mipedance and return loss data are shown in Figure 16 
We actually achieved a bandwidth of 1.22% with very little effort. 

Evidently, the bandwidth limit at low frequency is not determined by the height of 

iS StST "^  M°St Hkely' ** bandwidth is *° "imited by the volume of the effective microstrip cavity resonator.  The reduced volume of the 

bfdSP  ?t aPTntIy inCreaSeS ^ Q °f ^ reS0nant circuit' reducing the 
SÄtÄ^^^    a 3x3 patch «*should have a "U 
5.2 Results for .125" substrate. 

In order to increase the bandwidth at the low frequency band, we decided to 
experiment with .125" thick substrate.  The results were compu^d usii^g HFSS 

SZntf MS
 ^ T131/0 ** -062" SUbstrate data- *** at lea* double the 

X^t fea? ruSU?S "* n0t yet aVailable at time of publication, since the substrate material is on backorder. 

c!nteTlC°m n^d "I?'hfd P¥h °f dimenSi°n -350"x350- fed .165" from the 
center or 010 from the edge. Figure 17 shows the simulated input impedance 
and return loss. The lOdB bandwidth is greater than 1 GHz, or 10% P6ClanCe 

US a,\GI? STf"e PatCh antema was simulated to determine the maximum 

w^ 16^ ^W^flf °n *" -125" SUbstote- ^ Patch *™*»» 
b^d^thw^.^.016 f6ed Pr0be -300" fr°m *• —    The —d 

A single narrow rectangular patch was developed next to simulate the effect of a 
reduced resonator volume. The patch dimensions were 1.530"x.350"   The probe 

?    ??rAf5/ ^J* PatCh C6nter-   The measured band™d* w7s £l% (rL- 2.536 GHz; fH= 2.560 GHz). 
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Figure 16: Measured impedance and return loss for a square patch antenna 
resonant at S-band. Bandwidth: fL= 1.957 GHz; fH= 1.981 GHz; BW= 1.22%. 
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Figure 17:    Measured impedance and return loss for a square patch antenna 
resonant at X-band on .125" substrate. fL= 1.8522 GHz; fH= 1.8532 GHz 
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A closed 3x1 array of patches was simulated next on the .125" substrate. The 
basic patch elements were .350"x.350", with .040" connecting microstrip lines. 
The patches were separated by .590" on center. The center patch was fed .070" 
from the center. The measured bandwidth for the closed 3x1 array .519% (fL= 
1.92 GHz; fH= 1.93 GHz). 

Finally, a 3x3 closed patch array simulated using the .125" substrate. The results 
are shown in Figure 18. Figure 18(a) shows a diagram of the simulation layout. 
The patches are .370"x.370". After many simulation runs, it was determined that 
the optimal feed location was located .200" from the center of the center patch, 
which is actually located on the .040" microstrip line. Hence, the optimal feed 
location for the closed 3x3 array is actually not located on the patch elements 
themselves, but on the interconnecting microstrip line. This antenna had a 20 
MHz bandwidth at 2 GHz, or roughly 1% bandwidth. 

The simulation results for the .125" substrate are summarized in Table 1 below. 

Table 1: Summary of Simulation Results for .125" Substrate 

Configuration Dimensions Probe 
Location 

Percent 
B.W. 

X-Band Patch .350x.350 .165 >10% 
S-Band Square Patch 1.60x1.60 300 2.47% 

S-Band Narrow 
Rectangular Patch 

1.53x.350 .095 .94% 

S-Band Open 
3x1 Array 

.350x350 .590 0.52% 

S-Band Open 
3x3 Array 

.370x370 .200 1.0% 
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6.0 Conclusions 

A general procedure was developed for designing reconfigurable multi-band 
antennas utilizing reconfigurable patch modules (RPMs) as basic elements in a 
tile architecture. A general adaptive reconfigurable feed (GARF) design 
methodology was proposed for designing and tuning the feed structure for each 
configuration independently. MEMS switches were discussed as possible 
switching elements due to their extremely low bias current and low insertion loss. 

Design, simulation and measurement results were presented for a dual-mode RPM 
capable of operating at 10 GHz (X-band) and 2 GHz (S-band). Results were 
presented for both .062" and .125" thick substrate. Practical experience illustrates 
the difficulty of achieving a high relative bandwidth at the low frequency band. 
The bandwidth is limited by both the height of the element above the ground 
plane and the "element fill factor" determined by the volume of the resonant 
cavity of the "effective patch". Nevertheless, we have shown that it is possible to 
design a dual-mode RPM with 1% relative bandwidth at 2 GHz and 10% relative 
bandwidth at 10 GHz. 

Since the MEMS switches are not currently available in packaged form, our 
current research is limited simulating the MEMS switches as ideal switches, and 
building separate antennas to simulate the OPEN and CLOSED configurations. 
We expect that samples of the MEMS switches will be available in the very near 
future, at which time we will incorporate these switches into our simulations and 
prototypes. 
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FINITE DIPOLE ARRAYS OVER A WIDEBAND 

R. C. Hansen 

Consulting Engineer 

Tarzana, CA 91357 

818-345-0770 

It is known that large arrays of TEM horns have a low 

frequency cutoff well below that of an isolated horn.  Similar 

results have recently been shown for the real part of impedance 

of a large dipole array; the reactance increases as frequency 

decreases, but would allow wideband performance if matched with a 

non-Foster circuit.  This paper examines the wideband behavior of 

dipole arrays of finite size.  In particular, the Scan Impedance 

and Scan Element Pattern of a 41 x 41 element array, and a 21 x 

21 element array are compared with the infinite array results, 

for two frequencies representing a 5:1 bandwidth. 
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1.0  INTRODUCTION 

Large arrays of TEM horns, incorrectly called notch 

antennas, and fancifully called Vivaldi antennas, have 

demonstrated a low frequency cutoff with an element spacing of 

the order of 1/15 wavelength, far smaller than the cutoff of an 

isolated TEM horn (Shin and Schaubert, 1995).  Large arrays of 

dipoles have shown related behavior where the Scan Resistance is 

nearly constant with frequency, from half-wave dipole length and 

lattice, to several octaves lower in frequency (Hansen, 1999). 

This is because the infinite array Floquet unit cell formulation 

has only a single term for Scan Resistance (in the absence of 

grating lobes), with dipole length squared in the numerator, and 

lattice d • dv in the denominator (Hansen, 1998).  Of course the A    y 

Scan Reactance is large for short dipoles.  However if the 

reactance is cancelled at broadside then the Scan Element Pattern 

(array gain vs angle) is well behaved over several octaves of 

frequency.  Such reactance cancellation might be provided by a 

non-Foster circuit, sometimes called a Negative Impedance 

Converter.  These circuits were developed in the vacuum tube era, 

but were first applied to antennas by Mayes and colleagues, here 

at the University of Illinois (Poggio and Mayes, 1971).  The 

advances in transistor circuitry with cutoffs in the hundreds of 

GHZ has rekindled interest in these non-Foster circuits (Skahill 

et al, 1998) . 

Clearly with both TEM horn arrays and with dipole arrays the 

low frequency performance degrades as the array becomes smaller. 

It is the purpose of this paper to briefly explore how the array 

parameters change from large to small arrays. 
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2.0 Array Simulation 

For finite arrays there are no simulation tools that are as 

convenient and speedy as the unit cell models. Many approximate 

models have been developed; all suffer from a loss in fidelity to 

the exact results.  The simulation here uses exact impedance 

equations for a square array of thin wire dipoles, with a square 

lattice.  An impedance matrix is calculated using exact mutual 

impedances calculated in double precision Fortran, using a 

convenient algorithm (Hansen, 1972).  The Sine and Cosine 

Integrals needed are calculated in double precision via a 

Chebyshev expansion algorithm of Luke (1975). A triangular 

matrix is then formed, and the resulting equations solved by a 

symmetric Cholesky routine.  Scan Impedance is determined for the 

center element, or for the element nearest center.  The largest 

array solved is 101 by 101 elements, for a total of 10,201 

simultaneous equations.  Matrix storage is 52 million impedances. 

All results were computed on an HP 64 bit UNIX workstation. 

Results were validated by another array code.  Note that if only 

broadside data were wanted, the array could be folded in each 

dimension, resulting in a speedup of roughly 64:1.  But folding 

is not allowed for scanning. 
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3.0  RESULTS 

First arrays of half-wave dipoles with half-wave spacing are 

examined.  Figs. 1-3 are for a 41 x 41 element array; shown are 

Scan Resistance and Reactance, and Scan Element Pattern.  In all 

graphs, the solid line is E-plane scan, the dashed line is H- 

plane scan, and the dotted line is diagonal plane scan.  In 

comparison with the infinite array results (Hansen, 1999) these 

are similar but with oscillations superimposed.  It is 

interesting that the diagonal results are more oscillatory. 

Roughly 7 cycles occur. 

Next the same elements and lattice are simulated but with 21 

x 21 elements.  Figs. 4-6 correspond to the first three figures. 

Now the oscillations are fewer in number (roughly 4 cycles) and 

larger in amplitude, as expected.  Unexpected is a blind angle at 

roughly 76 deg.  Note that the broadside embedded resistance is 

nearly the same as for the half-wave case; it is of course close 

to that of an isolated dipole. 

To indicate behavior at a frequency of 1/5 (5:1 bandwidth) 

simulations were run at dipole length and lattice spacing of .lX. 

Behavior of the 41 x 41 element array is shown in Figs. 7-9. 

Oscillations are now larger and fewer, as the array edges are 

closer together in wavelengths.  It may be noted that the Scan 

Resistance value at broadside is roughly 60% of the infinite 

array value.  Figs. 10-12 are for the 21 x 21 element array, 

again .lX  dimensions.  Essentially only one oscillation exists, 

and it is large.  Broadside resistance is roughly 50% of the 

infinite array value.  Since the isolated .lX  dipole resistance 
is 2 ohms, clearly the array value is tending toward this. 

Additional calculations show that the broadside embedded 

resistance oscillates with the number of elements per side, with 

the oscillation amplitude and period decreasing as the number of 

elements increases.  A rising trend matches the resistance to the 

infinite array value. 
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4.0  CONCLUSIONS 

Edge effects severely limit the behavior of dipole arrays 

over a wideband.  Arrays as large as 41 x 41 exhibit significant 

resistance changes over a 5:1 bandwidth; scan is probably limited 

to 45 deg.  For smaller arrays such as 21 x 21, the useable scan 
range is probably less than 30 deg. 
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SPINNING-ARRAY 2-D BEAM-STEERING MMW 
ANTENNA 

V. A. Manasson, L. S. Sadovnik, V. A. Yepishin, L. Timashpolsky, R. Mino 

Abstract: A new electro-mechanical beam-steering antenna for MMW 
imaging radar is described. The antenna is capable to synchronously steer 
two MMW beams in the azimuth plane and the elevation plane, 30 deg in 
each plane. The antenna is designed to operate at a frequency of 76.5 GHz, 
with arbitrary polarization, including vertical, horizontal and circular. 
Azimuth beam width is 1 deg, elevation beam width can be selected from the 
set of 3 deg, 5 deg, and 8 deg. The antenna comprises two identical 
components operating synchronously. Each component comprises a spinning 
drum carrying a set of diffraction gratings, switching parabolic reflectors 
and a gimbaled planar reflector. The spinning drum provides azimuth scan, 
the gimbaled planar reflector provides elevation beam steering. The antenna 
is designed to operate with imaging radar and can provide a scan rate of up 
to 20 frames/sec. 

1.0 Introduction 

Millimeter wave imaging is a fast developing technology that can provide a fair 
quality image even under adverse atmosphere conditions, like smog, dust, fog, 
and clouds. MMW radar is the main component of an active imaging system. 
Beam-steering antenna is an essential element of the MMW imaging radar. The 
traditional way to steer a MMW beam is moving the antenna back and forth 
using, for instance, a gimbaled reflector. Such movement is slow, and the 
antennas are cumbersome. In this paper we describe an antenna utilizing a novel 
beam-steering technology that can provide a much faster scan. 

2.0 Antenna Design 

The important design element that distinguishes this antenna from other antennas 
is a spinning drum carrying a set of diffraction gratings. Each grating represents a 
linear array of round holes equidistantly distributed along the drum axis. Each 
row has its own grating period A. The gratings are fed through a dielectric-rod 
waveguide, one grating at a time. The basic structure is shown in Fig. 1. 
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Fig. 1. A spinning array fed through a dielectric rod waveguide. 

The grating closest to the rod perturbs the evanescent wave supported by the 
dielectric rod and creates a leaky wave propagating in a specific direction at an 
angle a. The angle a varies with the grating period according to the formula: 

a = arcsin(c / vph -X1 A), 0) 

where c is light velocity, vph is the phase velocity in the dielectric rod 
waveguide, X is the free-space wavelength, and A is the grating period. 

As the drum rotates, different gratings are consequently coming to the proximity 
of the rod waveguide. They have different grating periods. The variation in the 
grating period, caused by rotation, results in beam steering. 
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The feeding rod has circular symmetry, and it supports only one propagating 
mode.  This means that all supported waves have the same phase velocity v h, 
independent on the polarization, so that vertically, and horizontally, and even 
circularly polarized waves propagate with the same phase velocity. Circular 
symmetry is also maintained by the shape of the holes that constitute the gratings. 
We found that under this geometry, the radiation angle is almost independent on 
the polarization as well. 

Coupling efficiency between the feeding rod and the diffraction gratings depends 
on the size of the gap between them. By varying the gap we optimized the 
radiation intensity profile along the rod, and produced a bell-shaped profile that 
resulted in relatively low side-lobe far-field beam pattern in the azimuth plane. 

Beam profile in the elevation plane was formed with the use of parabolic 
reflectors (Fig.2). 

Fig.2. Parabolic reflector shapes the beam in the elevation plane. 

To provide the capability of selecting the elevation beam width, we designed the 
antenna with a set of switched parabolic reflectors, each reflector with its own 
curvature (see Fig.3). 
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Fig.3. Antenna cross-section. 
Dielectric rod feeds spinning gratings. Leaky waves originated from the 

rod/grating interaction illuminate the surface of one of three switched parabolic 
reflectors. Parabolic reflectors form the beam in the elevation plane. A gimbaled 

planar reflector redirects the beam into the required elevation angle. 

We employed two identical synchronously moving antennas to provide a device 
with a capability of bistatic operation and low cross talk between the transmitting 
and receiving channels (see Fig.4). 
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Fig.4. Two synchronously operating antennas provide duplex operation. 

3.0 Experimental Results. 

Azimuth beam patterns corresponding to four randomly selected drum positions 
for both upper and lower antennas are shown in Fig. 5, left. Misalignment 
between the upper and lower antenna beams is smaller than 0.25 deg. Elevation 
plane beam patterns (Fig.5 right) are obtained with 3-deg. parabolic reflectors. 
Elevation plane beam patterns shown in Fig.6, are obtained with 5-deg and 8-deg 
parabolic reflectors, left and right respectively. All elevation patterns were taken 
when the planar reflector was set at 45 deg above the horizontal plane. 

Azimuth beam patterns for two distinct polarizations are shown in Fig. 7. The 
peak positions for vertical and horizontal polarizations differ by 0.3 degrees only. 
The fact that the beam position is insensitive to polarization is a result of the 
circular symmetry of the feeding rod and grating's holes. It also provides the 
antenna with the capability of operating with circularly polarized beams. 
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Typical dependencies of the main lobe angle and VSWR on the frequency are 
shown in Fig. 8. 
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The radiation angle in the azimuth plane, as a function of the dram position, is 
shown in Fig.9. This function represents a straight line. Thus, a uniform spin of 
the drum also provides beam scan that is linear in time. 
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Fig.9. Azimuth main lobe direction vs. angle drum position. 

4.0 Conclusion 

The new antenna was successfully tested as a duplex imaging sensor coupled to a 
FMCW MMW radar synchronously steering two beams with a random 
polarization and providing a linear scan. Linear azimuth beam scanning was 
used for image formation. Elevation beam forming (three different parabolic 
reflectors) and beam steering (gimbaled planar reflector) were used to optimize 
radar signals. 

250 



LOW SIDELOBE PARTIALLY- OVERLAPPED FEED 
NETWORK FOR TIME DELAYED SUB ARRAYS 

Robert J. Mailloux 
Sensors Directorate 

Air Force Research Laboratory 
31 Grenier Street 

Hanscom AFB, MA 01731-3010 

Abstract: Completely overlapped space fed subarrays have been shown to 
provide sufficient pattern control to enable (modestly) wide band arrays 
using time delays at the input to each subarray, and phase shifters at the 
array face. These configurations have been proposed for space based use, as 
well as for certain ground based applications that do not have severe volume 
constraints. 

A number of applications for space based and airborne radar require 
compact, constrained array feed networks. However, until now there have 
been no appropriate networks that could be used for inserting time delay at 
the subarray ports without causing high sidelobes. This paper describes one 
such network that, at the outset, provided far lower sidelobes than the usual 
contiguous subarrays, but retained several high lobes near the main beam. 
The developments reported here show a scheme that reduces all sidelobes to 
levels determined by tolerance errors. An example is presented that 
synthesizes sidelobes at -40 dB. 

1.0 INTRODUCTION 

Elements of large arrays are often grouped into subarrays for the purpose of 
decreasing the array feed complexity or reducing the number of controls There is 
an increasing need for efficient, high quality subarraying techniques in systems 
that scan over a limited field of view (LFOV) and also in wide band scanning 
systems.. In an ideal LFOV system that scans to 6max, using only a single phase 
shifter per subarray results in significant cost savings since the maximum subarray 
spacing "D0" is of the order of (D0A,=0.5/sin6max ) and this can be considerably 
larger than the approximately (X/2 spacing used for wide angle scanning arrays. 
Similarly, wide band scanning systems use phase shifters at each element and 
time delay units or digital receivers at the subarray level, so again there is a cost 
savings resulting from the reduction of these devices. In this case the maximum 
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subarray size is approximately D„A,= f^sin^), where (f/f0 is the fractional 
bandwidth. In the best practical cases subarray sizes of 80% of these spacings is 
usually an upper limit, and this is only approached using overlapped subarray 
techniques. 

The fundamental need for technology in this area is to produce high quality 
subarray techniques that allow low sidelobe patterns to be formed and scanned, 
and that have compact volume. 

The most compact subarraying arrangement for large subarrays is the use of 
contiguous, uniformly illuminated, in phase subarrays fed by constrained 
corporate power dividers as the basic element of large arrays. This kind of 
subarray is replicated across the large array. The difficulty with arrays so 
constructed is that they have many large grating lobes, and this limits their use in 
LFOV systems as well as in wide-band true- time delay scanning. 

A number of useful compact (constrained) networks have been developed for 
forming overlapped subarrays. These networks are described in texts and survey 
references1'2, and comprise a significant body of work. These constrained 
overlapped networks are primarily applicable to relatively smaller subarrays (of 
10 elements or less) because the network complexity increases with subarray size. 
In addition they seem to have sidelobes with lower limit on the order of-20 dB. 

Previous short communications3'4 presented a new technique for forming large 
partially overlapped subarrays within large arrays. These included examples from 
both the LFOV and wide band applications. The subarrays are formed with fully 
constrained networks consisting of Butler matrices, Rotman lenses or other 
orthogonal beamformers, and simple power combining networks. The technique is 
an alternative to the well known space fed fully overlapped subarraying networks 
that, despite their excellent pattern control, are often not applicable to vehicle 
mounted ground, air, and space applications that require a large antenna with 
small volume. The present technique addresses a long-standing deficiency in array 
architecture, the ability to form large subarrays using constrained networks while 
maintaining excellent pattern characteristics. This paper presents the theoretical 
basis for the technique, but more importantly develops methods of sidelobe 
control that make this an approach that can produce patterns with sidelobes at the 
-40dB level. Examples are given for the wide band subarray case, although the 
results are equally applicable to the LFOV case. 

Figure la shows the pattern an array of contiguous uniformly illuminated 
subarrays. An amplitude taper is used at the subarray input terminals, so that the 
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basic array factor is a 40 dB Taylor pattern. In this example, the elements are 
spaced one half wavelength.The array is scanned to 45 degrees and consists of 
sixteen subarrays, each 16 wavelengths in extent, and with 32 elements per 
subarray. There are phase shifters at each element and one time delay per 
subarray. The frequency is 1.03 times the center frequency, signifying the upper 
edge of a 6% bandwidth system. The center frequency case is not shown since it 
has only small grating lobes due to the quantized amplitude taper, and is 
otherwise the same as the 40 dB Taylor pattern. Notice that there is a significant 
spectrum of grating lobes at levels that would be intolerable for some systems. 
For comparison, Figure lb shows initial results of the technique presented in 
references 3 and 4, and demonstrates significant suppression of the grating lobes 
that were evident in the contiguous subarray case. 

The technique used to produce these results, as depicted in Figure 2, uses 
constrained feed networks as sections of a larger array. Although the sketch 
shows only three sections, the array may have numerous sections. These sections 
contain overlapped subarrays, made by conventional technology that has been 
understood for many years. The new concept partially overlaps the output of these 
sections by first producing more subarrays than needed, discarding some, and 
combining the remaining subarrays in such a way as to make use of only the best 
of the available ones to produce well controlled, low sidelobe patterns. In 
addition, it is shown in this paper that the subarrays can be further modified for 
sidelobe improvement, even within the subarray pattern passband. 

2.0 PARTIALLY OVERLAPPED SECTIONS OF OVERLAPPED 
SUBARRAYS 

The basic component of this technology is called a "section", which is an 
overlapped subarray network. The section is a self-contained dual transform 
system as described in several texts, and shown schematically in Figure 2. This 
means that two focusing systems (one much larger than the other) are used back to 
back. In this case, we are only concerned with systems that can replace corporate 
fed array elements in an array architecture, so it will be assumed that the larger 
focusing system is a multiple beam lens, like a Rotman or other lens implemented 
in parallel plate or microstrip or stripline (or optical fiber). This lens has N output 
terminals and M input terminals (with M«N). In normal use the N output 
terminals would be connected to antenna elements, and a signal applied to one of 
the input terminals would result in a progressive phase shift across the elements. 
Other inputs have other rates of phase progression, corresponding to radiating 
beams at different directions. Exciting this multiple beam lens with a second, 
smaller focussing system, which could be a Butler matrix, another lens, or even a 
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digital Fourier transform, causes each input to the smaller network to produce a 
sine-like distribution (or subarray) across all N output terminals. Each of these 
overlapped distributions radiates with a pulse shaped radiation pattern that 
performs the required grating lobe suppression. If the array were reasonably small, 
only one such section might be needed, and then such a system could provide 
good pattern control. 

If the array is large enough to require more subarrays, the existing approach is to 
build a larger aperture, still excited by a single feed, but with more multiple beam 
ports. This requires more depth and volume, and may not be an acceptable 
solution for systems with volume constraints.. 

We have investigated two schemes to overcome this difficulty. The first3 is to 
simply abut other overlapped subarray networks, without overlapping the 
abutting networks in any way. This does provide a solution, a relatively simple 
one that is physically compact, but has a wide region of sidelobes at 
approximately the -20 dB level. To overcome this deficiency while maintaining 
low sidelobes, the present technique 3,4developed a methodology for partially 
overlapping sections. This scheme is applicable to large arrays consisting of many 
subarrays and several or many sections. 

Figure 2 illustrates several aspects of this subarraying feed concept. Three 
subarraying sections are depicted, and the output terminals of the sections are 
combined in the manner shown. Each section is a dual transform network that 
forms the overlapped distributions shown aside of that section. In this example 
each section has 4 subarray illuminations (M=4). Notice that the edge subarray 
illuminations are truncated, while the two center subarray illuminations of each 
section have the central region and at least one sidelobe of the amplitude 
distribution. Although not shown, the associated subarray patterns of the central 
subarrays are a far better approximation of the pulse shaped ideal pattern. 
Implementation of this technique proceeds as indicated of the figure, where 
dotted, dashed and solid lines show the subarrays formed by the left, center and 
right sections. The combined illumination therefore uses only the best of the 
subarrays, to produce the best grating lobe suppression. The addition network is 
clearly lossy, with approximately 3 dB loss in the hybrid power 
divider/combiners. For this reason the concept is primarily useful after 
amplification on receive and before amplification on transmit. This is not seen as 
a significant limitation, because most such corporate feed approaches include 
enough loss in feed and phase shifter and /or time delay devices, that the use of 
active circuitry at the element is often necessary. 
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This description has presented the basic technique, and suggests its potential for 
good pattern control. This configuration however, does not meet the standard of 
low to very low sidelobes, and this paper addresses means to improve the 
performance. 

2.1 Analysis 

Each "section" of this array is a conventional overlapped subarray beamformer 
using two transform networks in cascade. The mathematics of basic overlapped 
subarray techniques is well established, but some of the analysis needs to be 
repeated here in order to explain the means of sidelobe reduction. Throughout this 
paper it is assumed that the larger beamformer with M input terminals and N 
output terminals, with N»M, is a constrained lens of focal length F, as sketched 
in Figure 3, with true time delay (possibly a Rotman or Archer lens). It produces 
sets of progressive time delayed signals at its output which radiate as multiple 
beams with beam peak locations independent of frequency. The smaller MxM 
network could be a Butler matrix (orthogonal beam network), which produces sets 
of signals with progressively related phase shift at its output ports, or a true time 
delay constrained lens (again possibly a Rotman or Archer lens), or this MxM 
beamformer could be replaced by a digital beamformer that replaces either of the 
two types of feeds. In conventional systems the pattern performance does not 
depend strongly upon this choice of phase shift or time delay beamformer. Instead 
there are bandwidth and circuit constraints. However, in this application with 
partially overlapped networks, there is a significant advantage to using a true time 
delay beamformer for the first network. 

For generality, assume the MxM multiple beam network can be either an 
orthogonal beam network (K=l) or a true time delay lens (K=XQ/X). Each subarray 
input port "m" is fed by a signal Jm which produces a series of signals Ij m given 
by: 

/.      =    J     e-Jl*t(mlM)K ("I) 
""      (M )I/2     m 

Also assume that each of these signals Iim can be multiplied by some weighting 
Wj .These signals radiate from the lens feed toward the main aperture to produce 
the distribution below (omitting normalizing constants): 

(M-l)/2 
Am  = S        WJ    e+j2*Hd,/A)imt, (2) 

nm ,        * i    im v    / 
;=-(jtf-l)/2 
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The angle <f)n, measured as shown in the figure, relates to the focal length F and the 
element index "n" - (N-l)/2 < n < (N-l)/2 as: 

sin<|>n=ndL/F (3) 

The expression for A„m has peak values equally spaced across the lens back face 
with the separation distance D, which is frequency dependent for the orthogonal 
matrix fed antenna, but a constant separation for the time delay feed: 

( 

*-£ K=Do 
yj A o 

K (4) 

where the parameter D0 is introduced as a frequency independent parameter. 
Since M such spacings span the lens face, then D0M=dLN. With these 
substitutions, and again omitting normalizing constants, the expression for A^ 
becomes: 

A      = J > W i  ß NAM 
= -(A/ -l)/2 

(5) 

In the most basic configuration, the w; are all unity. This summation can then be 
done in closed form. Each subarray input port 'm', fed by a signal Jm ,thus 
produces a series of signals A^, at the output of the MXN beamformer. 

sinM^- 

■■J. 
N A 

m 

M 
K 

Msm.7z 
N  Ä      M 

(6) 

This expression shows the overlapped sine-like aperture distribution that radiates 
to form a flat subarray pattern for any given M'th subarray and shows that for the 
orthogonal fed system (K=l) the peaks of the distribution move as a function of 
frequency. For the time delayed feed however, the distribution is not orthogonal, 
and the location of the peaks of these distributions are fixed as a function of 
frequency. The whole distribution widens at the low frequency and narrows at a 
high frequency. Several of these amplitude distributions are plotted in the figure 
4, for w; =1, and for a particular case of M=8, N=256. For reference, these 
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diatributions correspond to numbered subarrays 1,2,3 and 4 of the 8 subarrays 
within each section. These produce in-phase sine-like distributions across the 
aperture. To scan the subarray pattern to some angle given by u0=sin90 requires 
phase shifters at the aperture. This multiplies the aperture coefficients A^ by 
exp(-j27i nUodL/X0). The (normalized) far field radiated from this distribution (with 
arbitrary w4) is given: 

fM = fe(u)JmV-= 
(M-l)/2 

= -(M-\)l2 

-J2x-Ki 

w4e   M 
sin (Nmi 1        U°       Z    I L\A    A0    NdJ_ 

iVsin 
;   L\A    A0    NdL)_ 

(7) 

Where the element pattern fe(u) is assumed constant throughout the array. These 
subarrays are all pulse like, but not all are equally good patterns. Figure 5 shows 
the four subarray patterns corresponding to the distributions of figure 4, with 
w;=l. The subarrays of this group nearer the center of the section have lower 
sidelobes, smaller ripples within the pass band, and overall better quality for use 
in arraying. The subarrays near the edge of the section are more distorted, since 
they are more severely truncated. 

The array pattern is the scalar product of the vector of complex subarray 
excitations with elements Jm= I jj exp(-J7tuom(Do/A,-D0A,0), and the vector of 
subarray patterns. Note that this includes phase correction to remove the phase 
shift that is in series with the time delay. 

F(u) = (J.f) (8) 

This arraying process sums subarrays that are separated by the distance D, and so 
the array factor would have grating lobes at the points uq =u0 +q(A7D), and thus 
are spaced 0.0625 apart in u-space at center frequency. These should be 
suppressed by the subarray patterns, and indeed they are for the conventional fully 
space fed subarray systems. However, the array pattern of Figure 6 shows the 
expected 40 dB sidelobes near the main beam, but has two grating lobes of height 
-23 dB at about 0.03 (in u-space) from the main beam . Arraying those subarrays 
in the manner chosen clearly produces good sidelobe suppression outside of the 
subarray pattern bandpass region, although not perfect because the subarrays 
themselves have significant wide angle sidelobes due to truncation of the sine-like 
distributions. In addition, there are the -23dB sidelobes that appear within the 
subarray pulse region. These near sidelobes are not due to the grating lobes of the 
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basic subarray distance D, but rather are a direct result of the new partial 
overlapped technique. They arise because the subarrays themselves occur in 
groups of M/2 (four in this case). 

Figure 7 compares two subarray patterns (3 and 4), to emphasize their slight 
amplitude differences. The subarray pattern phase (not shown), for these two 
subarrays also has different ripples about the phase center. These amplitude and 
phase differences mean that the set of subarrays 3,4,5,and 6 form a group that is 
repeated by adjacent sections, and so determines a periodicity of D/4. The 
resulting sidelobes (grating lobes) are not large, and as the array is scanned they 
vary from the -15 to -20 dB level. However, they can only be reduced further by 
making all the subarray patterns identical (so that each group is identical to every 
other), and the only periodicity is the subarray spacing D. 

2.2 Control of Far Sidelobes by "Tapering" the Output Amplitudes 

Far sidelobes are directly due to the truncation of the subarray pattern 
illumination. The partial overlapped system minimizes these effects by not using 
the most severely truncated edge subarrays, but even the central subarray group 
suffers some truncation. One way to reduce these sidelobes further, is to attenuate 
the output ports of each "section" using a symmetrical amplitude taper that 
attenuates primarily those signals near the two edges of each section. Since only 
the central (four) of these subarrays is used in each 8-subarray section, the major 
change to these subarrays is that the sidelobe region of the amplitude distribution 
is forced to zero at the edges. This technique, has been shown to lead to lowered 
far-sidelobes4 but to no improvement in the sidelobes that are within the subarray 
pattern pass-band. 

2.3 Control of the Near Sidelobes Using the Method of Alternating Projection 

The sidelobes within the subarray pass-band are caused by the fact that the partial 
overlapping chooses the central M/2 (four) subarrays from each section, and then 
repeats this (super-subarray) grouping across the large array. These would 
disappear if all the subarrays were identical. The subarrays within each section are 
unequal because of their proximity to the edges of the section, but yet the section 
output port tapering that lowered the far sidelobes does not help these near 
sidelobes appreciably. The reason for this is that the output port tapering is 
symmetrical, but within each section the subarray locations are off center, so each 
subarray has an asymmetry in amplitude and phase center produced by the 
tapering. Even though truncation is eliminated by the tapering, the asymmetry 
leads to a change in phase center and phase ripple within the subarray passband. 
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Instead of tapering the output of each section, there is a second way to make the 
four central subarrays so similar that the super-subarray group becomes four 
nearly identical subarrays. This is accomplished by inserting a special set of in- 
phase weights between the two transform networks. The logic for employing this 
procedure is as follows. With uniform illumination at the feed, the feed array 
radiates to the main lens face in a sine-like distribution (as shown schematically in 
Figure 8). Altering the weights with, for example, a tapered distribution, would 
produce a lower sidelobe illumination at the main lens, and so perhaps a 
distribution that would not be so seriously impaired by truncation. Figure 8 
illustrates the formation of a subarray illumination using a low sidelobe feed. 

Since it is desired that the subarray illuminations not be truncated, the ones 
nearest to the end of the section should end with zero amplitude at the edge. In a 
section with 8 subarrays discarding the outer two on each side leaves subarrays 3 
and 6 as the outermost ones, and their centers are 2.5 D0 (or 80 elements) from 
each side for 32 element subarrays. So, one would formulate a new subarray 
synthesis situation of produce a subarray illumination that radiates with a flat top, 
and is centered on a lens 160 elements wide, and then achieve the goal of having 
no truncation at the section edges. The procedure chosen to effect this synthesis is 
a variation of the technique called alternating vector space projections. 

The method of alternating projections (also called the intersection approaches it 
is applied to antenna pattern synthesis, depends on the finite Fourier Transform 
relationship between an array illumination and its far field pattern. 

The "projection" of a point (function) in one vector space onto another vector 
space, is a point (function) in the second space with least error subject to some 
chosen norm. For example, for an N-element array, the Fourier series synthesized 
array pattern is the projection of this set of all possible N-element array patterns 
onto the set of (in this case) one desired pattern, since its mean square error is 
minimum. 

The procedure, as outlined schematically in Figure 9, consists of iterating a 
sequence of "projections" between two vector spaces (sets of functions). In this 
case, one set (set A), is the set of all subarray patterns that can be radiated by the 
weights Wj acting as feed for the modified) lens. The second set of functions, (set 
B), is the set defined by all the patterns that lie between the masks, also shown on 
that figure as between Mu and ML In this case the projection of set A onto B is 
obtained by producing a new pattern f0' such that every point of f0, whose 
magnitude lies outside of the mask, is moved to the nearest mask limit Mu or 
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ML. This is the nearest pattern to the set B, and the projection of the pattern in set 
A onto set B. So, values of the subarray pattern amplitude >Mu are made equal to 
Mu, values <ML are made equal to ML, and points within the bands are unchanged. 
Figure 9 illustrates this operation, with the resulting projection being the solid 
curve in the upper right of the figure. 

For convenience we assume the MxM matrix has one beam that radiates broadside 
(call it m=0). This beam has signals I,=l (normalized) for all i. Assume that 
weights w; now multiply the signals Ii. These radiate to the lens back face, but in 
order to force the distribution to reside only within the central 160 elements, we 
choose to use a smaller lens in order to avoid illuminating the edges of the larger 
lens with off axis beams. In keeping with the discussion in the last paragraph, we 
choose to assume the lens has only NN elements (NN=160 in this case) instead of 
the 256 elements in the real lens. With the signals I;W; radiating from the feed, the 
illumination on the truncated (NN) lens is given by equation 5 directly, but 
equation 7 is altered below to give the radiated pattern for the smaller lens. This 
pattern is re-written for the same feed and a lens truncated to the NN elements 
wide instead of N. 

fM=r(u)jm^l (A/-l)/2 72*-—Ki 
-(M-iyiWiß        M 

sin H6--J 
NN rsin 

LV   L\A   NdJ_ 

(9) 

In this expression, the "N" in the denominator occurs because the lens system 
itself is unchanged because the lens geometry (F/L) is unchanged, while the 
summation over lens elements is truncated at NN. This set of patterns is one 
vector space, and an example shown in the upper left of Figure 9. 

Next this radiated subarray pattern (top left) is projected onto the desired mask, 
having an upper limit Mu and a lower limit ML . This projection is sketched in 
the top right of the figure. The inverse finite Fourier transform (Fourier series) of 
this function yields its projection onto the set of array illuminations An'. These 
An' may not be achievable, given the only 8 possible values of the wf coefficients, 
so they are projected to the front of the MxM network using the factor 

1     (AW-l)/2 

r  -(AW-O/2 U 
(10) 
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Having w;, equation 7 can again be used to compute the subarray pattern. This 
completes one cycle of the iteration. Figure 10 shows the computed subarray 
patterns for four specific iterations, starting at iteration #0, the initial pattern with 
all weights unity. In this sequence, the outer mask is the upper mask function 
shown, and chosen to be the width 0.0625 in u-space, and to have near sidelobes 
at approximately the -30 dB is level, and decaying following a l/(|u-u0|) 
asymptote . Convergence is evident from the examples shown in figure 10. 

In this case, at the end of the synthesis procedure, the final weights were 
w,=w8=0.2911; w2=w7=7529; w3=w6=1.0058; w4=w5=9817. 

Figure 11 shows the amplitude patterns of subarrays 3 and 4, (or 6 and 5), 
computed directly from the final weights given above. Clearly the procedure has 
made the subarrays nearly identical down to the -32 dB level. The subarrays also 
have lower sidelobes, because of the reduced truncation. 

Figure 12 shows the broadside array patterns of an array of four sections, each 
with eight subarrays, but using the central four and choosing the synthesized 
weights. This pattern shows the advantage of the subarray synthesis procedure, 
demonstrating sidelobes at the -40 dB design level, and all residual grating lobes 
below -45 dB. Notice that these remaining lobes are still spaced about 0.015 
apart, indicating that they arise from the periodicity D/4. 

Figure 13 compares the aperture illuminations using the initial (uniform) weights 
(wi=l) and the synthesized weights for two adjacent subarrays of the central four. 
The primary constraint imposed by the synthesizing procedure was to assure that 
this illumination was little effected by truncation. Indeed, the figure to the right 
has far smaller ripples and so the radiation patterns of the subarray at left (dotted) 
is very similar to the one at right (solid). 

Although no distinction has been made thus far concerning the use of an 
orthogonal beamformer (Butler Matrix) or a true time delay beamformer (Rotman 
Lens) or their analog or digital equivalents, for the MxM beamformer, there is in 
fact a major difference in the frequency response. Figure 14 shows that the 
broadside radiation pattern of the network fed by an orthogonal beamformer at 
frequency f=1.03 f0. has significant sidelobes at u=0.625/4=0.156 not present at 
center frequency. Figure 15 illustrates that this problem results from the fact that 
the chosen feed is an orthogonal beamformer, not a true time delay feed. With the 
orthogonal beamformer, at center frequency, the subarray amplitude and phase 
centers are evenly spaced in all of the four sections, and the sections are exactly 
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four subarrays apart to produce an aperture distribution with periodicity equal to 
the subarray separation. However, if each section is fed by an orthogonal 
beamformer, then the cluster of beams that excite each section has its phase center 
at the physical center of the section. As the frequency increases, these beams get 
narrower, and the whole cluster gets narrower, with its radiation peaks moving 
toward the broadside direction. Since each group of four has its phase center at the 
center of a section, the sketch at bottom shows there is imposed a periodicity of 4 
D0 across the array when the beams move together. 

This periodic error is removed when a true time delay lens or digital beamformer 
is used as beamformer. The beams from these time-delayed networks remain 
equally spaced on the final aperture, and the 4D periodicity is removed. Figure 
16.shows the resulting array patterns at center frequency and at 0.97 and 1.03 
times the center frequency. In all cases the large grating lobes are removed, and 
the sidelobes are in the neighborhood of the design sidelobes except at the high 
end of the band. These results confirm that it is possible to reduce all sidelobes to 
very low design levels using the synthesis technique presented here. 

6.0 CONCLUSION 

Using an alternating projection technique to synthesize network weights, a new 
subarraying technique that uses constrained network feeds has been shown to 
enable the insertion of true time delayed signals without resulting in high 
sidelobes or grating lobes. The technique is expected to find application to arrays 
with volume restrictions, such as space based or airborne radar. 
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